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XC4VFX12
$120
(100)

XC3S50
$12

(100)

AD9480
$18

(1000)

8 channel cPCI
Calorimeter fADC
prototype

Per channel budget:

Lemo $5

Amp $5

Digitizer $18

Ring Buffer, FIFO $6

Clocking $5

DACs $5

Board, connectors, power $320/8=$40

PPC gate array $120/8=$15

SDRAM $64/8=$8

boot Flash, controller $96/8=$12

ethernet PHY $48/8=$6

total: $125
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Virtex-4 User Guide

General Description
The Virtex-4™ Family is the newest generation FPGA from Xilinx. The innovative Advanced Silicon Modular Block or
ASMBL™ column-based architecture is unique in the programmable logic industry. Virtex-4 FPGAs contain three families
(platforms): LX, FX, and SX. Choice and feature combinations are offered for all complex applications. A wide array of
hard-IP core blocks complete the system solution. These cores include the PowerPC™ processors (with a new APU
interface), Tri-Mode Ethernet MACs, 622 Mb/s to 11.1 Gb/s serial transceivers, dedicated DSP slices, high-speed clock
management circuitry, and source-synchronous interface blocks. The basic Virtex-4 building blocks are an enhancement of
those found in the popular Virtex-based product families: Virtex, Virtex-E, Virtex-II, Virtex-II Pro, and Virtex-II Pro X, allowing
upward compatibility of existing designs. Virtex-4 devices are produced on a state-of-the-art 90-nm copper process, using
300 mm (12 inch) wafer technology. Combining a wide variety of flexible features, the Virtex-4 family enhances
programmable logic design capabilities and is a powerful alternative to ASIC technology.

Summary of Virtex-4 Features
• Three families LX/SX/FX

- Virtex-4 LX: High-performance logic applications solution
- Virtex-4 FX: High-performance, full-featured solution for 

embedded platform applications
- Virtex-4 SX: High-performance solution for Digital Signal 

Processing (DSP) applications
• Xesium™ Clock Technology

- Digital Clock Manager (DCM) blocks
- Additional Phase-Matched Clock Dividers (PMCD)
- Differential Global Clocks

• XtremeDSP™ Slice 
- 18x18, two’s complement, signed Multiplier
- Optional pipeline stages
- Built-In Accumulator (48-bits) & Adder/Subtracter 

• Smart RAM Memory Hierarchy
- Distributed RAM
- Dual-Port 18-Kbit RAM blocks

· Optional pipeline stages
· Optional programmable FIFO logic - Automatically 

remaps RAM signals as FIFO signals
- High-speed memory interface support: DDR and DDR-2 

SDRAM, QDR-II, RLDRAM-II, and FCRAM-II

• SelectIO Technology
- 1.5 to 3.3 V I/O Operation
- Built-In ChipSync™ Source-Synchronous Technology
- Digitally-controlled impedance (DCI) active termination
- Fine grained I/O banking (Configuration in one bank)

• Flexible Logic Resources
• Secure Chip AES Bitstream Encryption
• 90-nm copper CMOS process
• 1.2V core voltage
• Flip-Chip Packaging
• RocketIO™ 622 Mb/s to 11.1 Gb/s Multi-Gigabit 

Transceivers (MGT) (FX only)
• IBM PowerPC RISC Processor Core (FX only)

- PowerPC 405 (PPC405) Core
- Auxiliary Processor Unit Interface (User Coprocessor)

• Multiple Tri-Mode Ethernet MACs (FX only)
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Table  1:  Virtex-4 FPGA Family Members

Device

Configurable Logic Blocks (CLBs)(1)

XtremeDSP
Slices(2)

Block RAM

DCMs PMCDs
PowerPC
Processor

Blocks

Ethernet
MACs

RocketIO
Transciever

Blocks

Total
I/O

Banks

Max
User
I/O

Array
Row x Col

Logic
Cells

Slices Max
Distributed
RAM (Kb)

18 Kb
Blocks

Max
Block

RAM (Kb)

XC4VLX15 64 x 24 13,824 6,144 96 32 48 864 4 0 N/A N/A N/A 9 320

XC4VLX25 96 x 28 24,192 10,752 168 48 72 1,296 8 4 N/A N/A N/A 11 448

XC4VLX40 128 x 36 41,472 18,432 288 64 96 1,728 8 4 N/A N/A N/A 13 640

XC4VLX60 128 x 52 59,904 26,624 416 64 160 2,880 8 4 N/A N/A N/A 13 640

XC4VLX80 160 x 56 80,640 35,840 560 80 200 3,600 12 8 N/A N/A N/A 15 768

XC4VLX100 192 x 64 110,592 49,152 768 96 240 4,320 12 8 N/A N/A N/A 17 960

XC4VLX160 192 x 88 152,064 67,584 1056 96 288 5,184 12 8 N/A N/A N/A 17 960

XC4VLX200 192 x 116 200,448 89,088 1392 96 336 6,048 12 8 N/A N/A N/A 17 960
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Two or Four Tri-Mode (10/100/1000 Mb/s) Ethernet Media Access Control (MAC) Cores
• IEEE 802.3-2000 Compliant
• MII/GMII Interface or SGMII (when used with RocketIO 

Transceivers)
• Can Operate Independent of PowerPC processor

• Half or Full Duplex
• Supports Jumbo Frames
• 1000 Base-X PCS/PMA: When used with RocketIO 

MGT can provide complete 1000 Base-X 
implementation on-chip

Intellectual Property Cores
Xilinx offers IP cores for commonly used complex functions
including DSP, bus interfaces, processors, and processor
peripherals. Using Xilinx LogiCORE™ products and cores
from third party AllianceCORE participants, customers can
shorten development time, reduce design risk, and obtain
superior performance for their designs. Additionally, our
CORE Generator™ system allows customers to implement
IP cores into Virtex-4 FPGAs with predictable and repeat-
able performance. It offers a simple user interface to gener-
ate parameter-based cores optimized for our FPGAs. 

The System Generator for DSP tool allows system archi-
tects to quickly model and implement DSP functions using
handcrafted IP, and features an interface to third-party sys-
tem level DSP design tools. System Generator for DSP
implements many of the high-performance DSP cores sup-
porting Virtex-4 FPGAs including the Xilinx Forward Error
Correction Solution with Interleaver/De-interleaver,
Reed-Solomon encoder/decoders, and Viterbi decoders.
These are ideal for creating highly-flexible, concatenated
codecs to support the communications market.

Industry leading connectivity and networking IP cores
include the electronics industry's first Advanced Switching

product, leading-edge PCI Express, Serial RapidIO, Fibre
Channel, and 10Gb Ethernet cores that include Virtex-4
RocketIO multi-gigabit serial interfaces. The Xilinx SPI-4.2
IP core utilizes the Virtex-4 embedded ChipSync technol-
ogy to implement dynamic phase alignment for high-perfor-
mance source-synchronous operation.

MicroBlaze™ 32-bit core provides the industry's fastest soft
processing solution for building complex systems for the
networking, telecommunication, data communication,
embedded and consumer markets. The MicroBlaze proces-
sor features a RISC architecture with Harvard-style sepa-
rate 32-bit instruction and data busses running at full speed
to execute programs and access data from both on-chip and
external memory. A standard set of peripherals are also
CoreConnect™ enabled to offer MicroBlaze designers com-
patibility and reuse.

All IP cores for Virtex-4 FPGAs are found on the Xilinx IP
Center Internet portal presenting the latest intellectual prop-
erty cores and reference designs via Smart Search for
faster access.

Application Notes and Reference Designs
Application notes and reference designs written specifically
for the Virtex-4 family are available on the Xilinx web site at:

http://www.xilinx.com/virtex4

Virtex-4 Family Overview
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SelectIO Technology
• Up to 960 user I/Os
• Wide selections of I/O standards from 1.5V to 3.3V
• Extremely high-performance

- 600 Mb/s HSTL & SSTL (on all single-ended I/O)
- 1 Gb/s LVDS (on all differential I/O pairs)

• True differential termination 
• Selected low-capacitance I/Os for improved signal 

integrity
• Same edge capture at input and output I/Os
• Memory interface support for DDR and DDR-2 

SDRAM, QDR-II, RLDRAM-II, and FCRAM-II

ChipSync Technology
• Integrated with SelectIO technology to simplify 

source-synchronous interfaces
• Per-bit deskew capability built in all I/O blocks (variable 

input delay line)
• Dedicated I/O and regional clocking resources (pin and 

trees)
• Built in data serializer/deserializer logic in all I/O and 

clock dividers
• Memory/Networking/Telecommunication interfaces up 

to 1 Gb/s+

Digitally Controlled Impedance (DCI) 
Active I/O Termination
• Optional series or parallel termination
• Temperature compensation

Configuration
• 256-bit AES bitstream decryption provides intellectual 

property (IP) security
• Improved bitstream error detection/correction capability
• Fast SelectMAP configuration
• JTAG support
• Readback capability

90 nm Copper CMOS Process
1.2V Core Voltage
Flip-Chip Packaging

System Blocks Specific to the FX Family

RocketIO Multi-Gigabit Transceiver (MGT)
• Full-duplex serial transceiver (MGT) capable of 

622 Mb/s to 11.1 Gb/s baud rates
• 8b/10b, 64b/66b, user-defined FPGA logic, or no data 

encoding 
• Channel bonding support
• CRC generation and checking
• Programmable pre-emphasis or pre-equalization for 

the transmitter
• Programmable continuous time equalization for the 

receiver
• Programmable discrete feedback equalization for the 

receiver
• On-chip AC coupled receiver 
• Receiver signal detect and loss of signal indicator
• Transmit driver sleep mode
• User dynamic reconfiguration using secondary 

configuration bus

PowerPC 405 RISC Core
• Embedded PowerPC 405 (PPC405) core

- Up to 450 MHz operation
- Five-stage data path pipeline
- 16 KB instruction cache
- 16 KB data cache
- Enhanced instruction and data on-chip memory 

(OCM) controllers 
- Additional frequency ratio options between 

PPC405 and Processor Local Bus
• Auxiliary Processor Unit (APU) Interface for direct 

connection from PPC405 to coprocessors in fabric
- APU can run at different clock rates
- Supports autonomous instructions: no pipeline 

stalls
- 32-bit instruction and 64-bit data
- 4-cycle cache line transfer

Virtex-4 Family Overview
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XtremeDSP Slices
The XtremeDSP slices contain a dedicated 18 x 18-bit 2’s
complement signed multiplier, adder logic, and a 48-bit
accumulator. Each multiplier or accumulator can be used
independently. These blocks are designed to implement
extremely efficient and high-speed DSP applications.

The block DSP feature in Virtex-4 devices are further dis-
cussed in XtremeDSP Design Considerations.

Global Clocking
The DCM and global-clock multiplexer buffers provide a
complete solution for designing high-speed clock networks.

Up to twenty DCM blocks are available. To generate
deskewed internal or external clocks, each DCM can be
used to eliminate clock distribution delay. The DCM also
provides 90°, 180°, and 270° phase-shifted versions of the
output clocks. Fine-grained phase shifting offers higher res-
olution phase adjustment with fraction of the clock period
increments. Flexible frequency synthesis provides a clock
output frequency equal to a fractional or integer multiple of
the input clock frequency. 

Virtex-4 devices have 32 global-clock MUX buffers. The
clock tree is designed to be differential. Differential clocking
helps reduce jitter and duty cycle distortion.

Routing Resources
All components in Virtex-4 devices use the same intercon-
nect scheme and the same access to the global routing
matrix. Timing models are shared, greatly improving the
predictability of the performance for high-speed designs.

Boundary Scan
Boundary-scan instructions and associated data registers
support a standard methodology for accessing and config-
uring Virtex-4 devices, complying with IEEE standards
1149.1 and 1532.

Configuration
Virtex-4 devices are configured by loading the bitstream into
internal configuration memory using one of the following
modes:

• Slave-serial mode
• Master-serial mode
• Slave SelectMAP mode
• Master SelectMAP mode
• Boundary-scan mode (IEEE-1532)

Optional 256-bit AES decryption is supported on-chip (with
software bitstream encryption) providing Intellectual Prop-
erty security.

Virtex-4 FX Family
This section briefly describes blocks available only in FX devices.

RocketIO Multi-Gigabit Transceiver
8 - 24 Channels RocketIO Multi-Gigabit Serial Transceivers
(MGTs) capable of running 622 Mb/s - 11.1 Gb/s

• Full Clock and Data Recovery
• 32-bit or 40-bit datapath support
• Optional 8b/10b, 64b/66b, or FPGA-based 

encode/decode
• Integrated FIFO/Elastic Buffer
• Support for Channel Bonding 
• Embedded 32-bit CRC generation/checking
• Integrated Comma-detect or programmable A1/A2, 

A1A1/A2A2 detection
• Programmable pre-emphasis (AKA transmitter 

equalization)
• Programmable receiver equalization
• Embedded support for:

- Out of Band (OOB) Signalling: Serial ATA
- Beaconing and Electrical Idle: PCI-Express™

• On-chip bypassable AC coupling for receiver

One or Two PowerPC 405 Processor Cores
• 32-bit Harvard Architecture
• 5-Stage Execution Pipeline
• Integrated 16KB Level 1 Instruction Cache and 16KB 

Level 1 Data Cache
- Integrated Level 1 Cache Parity Generation and 

Checking
• CoreConnect™ Bus Architecture
• Efficient, high-performance on-chip memory (OCM) 

interface to block RAM
• PLB Synchronization Logic (Enables Non-Integer 

CPU-to-PLB Clock Ratios)
• Auxiliary Processor Unit (APU) Interface and Integrated 

APU Controller
- Optimized FPGA-based Coprocessor connection

· Automatic decode of PowerPC floating-point 
instructions

- Allows custom instructions (Decode for up to eight 
instructions)

- Extremely efficient microcontroller-style interfacing

Why XC4VFX12?

12K logic cells

81 kB dual port RAM

PPC 405 with APU

32 multipliers

2 ethernet MACs

linux

algorithm partitioning

reprogrammable

source synchronous

i/o for energy sum



BusyBox v0.60.5 (2005.02.28-07:38+0000) Built-in shell (msh)
Enter 'help' for a list of built-in commands.

# ifconfig
eth0      Link encap:Ethernet  HWaddr 00:11:0C:00:16:7D
          inet addr:192.168.100.240  Bcast:192.168.100.255  Mask:255.255.255.0
          UP BROADCAST NOTRAILERS RUNNING  MTU:1500  Metric:1
          RX packets:9 errors:0 dropped:0 overruns:0 frame:0
          TX packets:9 errors:0 dropped:0 overruns:0 carrier:0
          collisions:0 txqueuelen:1000
          RX bytes:0 (0.0 iB)  TX bytes:0 (0.0 iB)
          Interrupt:30 Base address:0x300

lo        Link encap:Local Loopback
          inet addr:127.0.0.1  Mask:255.0.0.0
          UP LOOPBACK RUNNING  MTU:16436  Metric:1
          RX packets:0 errors:0 dropped:0 overruns:0 frame:0
          TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
          collisions:0 txqueuelen:0
          RX bytes:0 (0.0 iB)  TX bytes:0 (0.0 iB)

# ls
bin   dev   etc   home  lib   mnt   proc  sbin  tmp   usr   var
# ls home
httpd
# ls etc
config      inetd.conf  inittab     rc.reboot   services
default     init.d      rc.d        rc.sysinit
# free
              total         used         free       shared      buffers
  Mem:        30112         2708        27404            0          720
# free -k
BusyBox v0.60.5 (2005.02.28-07:38+0000) multi-call binary

# cd /
# ls
bin   dev   etc   home  lib   mnt   proc  sbin  tmp   usr   var
# ls bin
busybox    dhcpcd     hostname   mkdir      ps         tinylogin
cat        echo       inetd      mount      pwd        touch
chmod      erase      kill       msh        rm         true
cp         false      ln         mv         sh         uname
date       flatfsd    login      netflash   telnetd    version
dd         ftpd       ls         ping       thttpd     vi
# ls sbin
getty     halt      ifconfig  init      insmod    reboot    rmmod     route
#

Welcome to SUZAKU

This is a placeholder page in the
SUZAKU, running uClinux release
of the thttpd Web server.

Atmark Techno, Inc., Sapporo, Japan
April 18, 2004

SUZAKU-V ! Preliminary rev.a ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! Hardware manual version 1.0.0 

 

    

 

6

!
!
!
!
!
!! Operating System!

"#$!%&'()!*+$+!,-.*/!'+!+0'.)'()!&1$('0-.2!+3+0$45!6#-7#!'88&6+!0#$!*+$(!0&!*+$!9:;<+!'++$4%8$(5!
=>7&41-8$(!'.)!&0#$(+!?&(!)$@$8&14$.0!&?!'118-7'0-&.!+&?06'($A!
B))-0-&.'8835! -0! #'+! '! ,B:! 7&.0(&88$(! )$@-7$! )(-@$(! '.)! @'(-&*+! 1(&0&7&8+! -.! 0#$! %'+-7! 7&.?-2*('0-&.A! !
"#*+5!0#$!*+$(!7'.!$'+-83!-418$4$.0!'!.$06&(C!7&..$70-&.A!

! D&(!4&($!-.?&(4'0-&.!'%&*0!&1$('0-.2!+3+0$45!($?$(!0&!E&?06'($!F'.*'8A!
!

GAHA!! E1$7-?-7'0-&.+!
!
!
"#$!C$3!+1$7-?-7'0-&.+!&?!0#-+!%&'()!'($!+#&6.!-.!"'%8$!G>IA!

Table 4-1! SUZAKU-V Specifications 

DJ9B! K-8-./!L-(0$/>�J(&!K=HLJG!D9HMN!

O'()!=&($!J(&7$++&(! J&6$(J=GPM!

=(3+0'8!Q+7-88'0&(! RANSNGFOT!U?($V*$.73!4*80-18-$)!%3!DJ9B<+!-.0$(.'8!W=FX!

F$4&(3! YZBF! IN[%30$!

! EWZBF! RHF%30$!

! D,BEO!F$4&(3! SF%30$! !

=&.?-2*('0-&.! E0&($)!&.!D,BEO!4$4&(35!=&.0(&88$(!"\]]HP!

^"B9! H!1&(0+!UDJ9B!'.)!"\]]HPX!

\0#$(.$0! IPY'+$>""IPPY'+$>"/!

E$(-'8! ;BZ"!IIMAHC%1+!

"-4$(! H>7#!UI>7#!-+!*+$)!?&(!QEX!

D($$!_`Q!J-.! ]P>1-.!

Z$+$0!D*.70-&.! E&?06'($!($+$0!

J&6$(!E*1183! L&80'2$a!RARLbRc!
=&.+*410-&.! 7*(($.0a! GNP4B! 031! U)*(-.2! 0#$! &1$('0-&.! &?! '!
1(&7$++&(X!

Y&'()!W-4$.+-&.+! ]HdG]44!



Xilinx ML310 Board-Specific Initialization:

ppb_init: dev =  9, id = ac23104c
pci_scan: bus 0, device  1, id 545110b9
pci_scan: bus 0, device  2, id 153310b9
pci_scan: bus 0, device  3, id 545710b9
pci_scan: bus 0, device  7, id 12298086
pci_scan: bus 0, device  8, id 030010ee
pci_scan: bus 0, device  9, id ac23104c
pci_scan: bus 0, device 12, id 710110b9
pci_scan: bus 0, device 15, id 523710b9
pci_scan: bus 1, device  3, id 030010ee
sio_init: Device ID = 53 15, Revision = f3.
sio_init: LPT1 base = 0x0378, irq = 5.
sio_init: COM1 base = 0x03f8, irq = 4.
sio_init: COM2 base = 0x02f8, irq = 3.
sio_init: KBC irq = 1, PS2 irq = 1.
sio_init: Super I/O initialization complete.

loaded at:     00400000 004FB1F8
board data at: 004F8140 004F8158
relocated to:  0040673C 00406754
zimage at:     00406FEB 004F7D92
avail ram:     004FC000 08000000

Linux/PPC load: console=ttyS0,9600 ip=off root=/dev/xsysace/disc0/part2 rw
Uncompressing Linux...done.
Now booting the kernel
Linux version 2.4.20_mvl31-ml300 (punit@xcomingus20) (gcc version 3.3.1 
(MontaVista 3.4Xilinx Virtex-II Pro port (C) 2002 MontaVista Software, Inc. 
(source@mvista.com)
On node 0 totalpages: 32768
zone(0): 32768 pages.
zone(1): 0 pages.
zone(2): 0 pages.
Kernel command line: console=ttyS0,9600 ip=off root=/dev/xsysace/disc0/
part2 rw
Xilinx INTC #0 at 0xD0000FC0 mapped to 0xFDFEBFC0
Console: colour dummy device 80x25
Calibrating delay loop... 299.82 BogoMIPS
Memory: 127212k available (1608k kernel code, 572k data, 120k init, 0k 
highmem)
Dentry cache hash table entries: 16384 (order: 5, 131072 bytes)
Inode cache hash table entries: 8192 (order: 4, 65536 bytes)
Mount-cache hash table entries: 2048 (order: 2, 16384 bytes)
Buffer-cache hash table entries: 8192 (order: 3, 32768 bytes)
Page-cache hash table entries: 32768 (order: 5, 131072 bytes)
POSIX conformance testing by UNIFIX
PCI: Probing PCI hardware
ppc405_map_irq: 1 1, res = 31
ppc405_map_irq: 2 1, res = 31
ppc405_map_irq: 3 1, res = 31
ppc405_map_irq: 7 1, res = 31
ppc405_map_irq: 9 1, res = 31
ppc405_map_irq: 11 1, res = 31
ppc405_map_irq: 12 1, res = 31
ppc405_map_irq: 15 1, res = 31
ppc405_map_irq: 9 4, res = 31
Linux NET4.0 for Linux 2.4
Based upon Swansea University Computer Society NET3.039
Initializing RT netlink socket
OCP uart ver 1.6.2 init complete
LSP Revision 22
ikconfig 0.5 with /proc/ikconfig
Starting kswapd
Disabling the Out Of Memory Killer
Journalled Block Device driver loaded
devfs: v1.12c (20020818) Richard Gooch (rgooch@atnf.csiro.au)
devfs: boot_options: 0x1
initialize_kbd: Keyboard reset failed, no ACK
Detected PS/2 Mouse Port.
pty: 256 Unix98 ptys configured
Serial driver version 5.05c (2001-07-08) with MANY_PORTS SHARE_IRQ 
SERIAL_PCI enabled
ttyS00 at 0xfdfff003 (irq = 24) is a 16450
Redundant entry in serial pci_table.  Please send the output of
lspci -vv, this message (10b9,5457,10b9,5457)
and the manufacturer and name of serial board or modem board
to serial-pci-info@lists.sourceforge.net.
register_serial(): autoconfig failed
xgpio #0 at 0x90000000 mapped to 0xC900D000
Uniform Multi-Platform E-IDE driver Revision: 6.31
ide: Assuming 33MHz system bus speed for PIO modes; override with idebus=xx
ALI15X3: IDE controller on PCI bus 00 dev 58
ALI15X3: chipset revision 196
ALI15X3: 100% native mode on irq 31
    ide0: BM-DMA at 0xdfd0-0xdfd7, BIOS settings: hda:pio, hdb:pio
ali15x3: isa_dev = -939614208
ali15x3: hwif->irq = 31
    ide1: BM-DMA at 0xdfd8-0xdfdf, BIOS settings: hdc:pio, hdd:pio
ali15x3: isa_dev = -939614208
ali15x3: hwif->irq = 31
hda: Lite-On LTN486 48x Max, ATAPI CD/DVD-ROM drive
ide: Assuming 33MHz system bus speed for PIO modes; override with idebus=xx
ide0 at 0xdff8-0xdfff,0xdff6 on irq 31
hda: ATAPI 48X CD-ROM drive, 120kB Cache, UDMA(33)
Uniform CD-ROM driver Revision: 3.12
RAMDISK driver initialized: 16 RAM disks of 8192K size 1024 blocksize
loop: loaded (max 8 devices)
Partition check:
 xsysacea: p1 p2
System ACE at 0xCF000000 mapped to 0xC9015000, irq=25, 500472KB
eepro100.c:v1.09j-t 9/29/99 Donald Becker http://www.scyld.com/network/
eepro100.html
eepro100.c: $Revision: 1.36 $ 2000/11/17 Modified by Andrey V. Savochkin 
<saw@saw.sw.cseth0: Invalid EEPROM checksum 0xdf8b, check settings before 
activating this device!
eth0: OEM i82557/i82558 10/100 Ethernet, 00:0A:35:00:7D:C0, IRQ 31.
  Board assembly 727095-004, Physical connectors present: RJ45
  Primary interface chip i82555 PHY #1.
  General self-test: passed.
  Serial sub-system self-test: passed.
  Internal registers self-test: passed.
  ROM checksum self-test: passed (0x1d68d8db).
SCSI subsystem driver Revision: 1.00
kmod: failed to exec /sbin/modprobe -s -k scsi_hostadapter, errno = 2
kmod: failed to exec /sbin/modprobe -s -k scsi_hostadapter, errno = 2
Trident 4DWave/SiS 7018/ALi 5451,Tvia CyberPro 5050 PCI Audio, version 
0.14.10h, 15:444trident: ALi Audio Accelerator found at IO 0xff00, IRQ 31
ac97_codec: AC97 Audio codec, id: NSC80(National Semiconductor LM4550)
usb.c: registered new driver hub
usb-ohci-pci.c: USB OHCI at membase 0xc901d000, IRQ 31
usb-ohci-pci.c: usb-00:0f.0, PCI device 10b9:5237
usb.c: new USB bus registered, assigned bus number 1
Product: USB OHCI Root Hub
SerialNumber: c901d000
hub.c: USB hub found
hub.c: 2 ports detected
Initializing USB Mass Storage driver...
usb.c: registered new driver usb-storage
USB Mass Storage support registered.
NET4: Linux TCP/IP 1.0 for NET4.0
IP Protocols: ICMP, UDP, TCP, IGMP
IP: routing cache hash table of 1024 buckets, 8Kbytes
TCP: Hash tables configured (established 8192 bind 16384)
NET4: Unix domain sockets 1.0/SMP for Linux NET4.0.
kjournald starting.  Commit interval 5 seconds
EXT3 FS 2.4-0.9.19, 19 August 2002 on System ACE(125,2), internal journal
EXT3-fs: mounted filesystem with ordered data mode.
VFS: Mounted root (ext3 filesystem).
Mounted devfs on /dev
Freeing unused kernel memory: 120k init
INIT: version 2.78 booting
Activating swap...
Checking all file systems...
fsck 1.27 (8-Mar-2002)
Calculating module dependencies... depmod: Can't open /lib/modules/
2.4.20_mvl31-ml300/gdone.
Loading modules:
modprobe: Can't open dependencies file /lib/modules/2.4.20_mvl31-ml300/
modules.dep (No)Mounting local filesystems...
nothing was mounted
Cleaning: /etc/network/ifstate.
Setting up IP spoofing protection: rp_filter.
Disable TCP/IP Explicit Congestion Notification: done.
Configuring network interfaces: done.
Starting portmap daemon: portmap.
Cleaning: /tmp /var/lock /var/run.
INIT: Entering runlevel: 3
Starting kernel log daemon: klogd.
Starting system log daemon: syslogd.
Starting devfsd: Started device management daemon for /dev
done.
Starting internet superserver: inetd.
Hostname: ml310.

MontaVista(R) Linux(R) Professional Edition 3.1

ml310 login: root
Password:
Last login: Thu Jan  1 00:01:45 1970 on console
Linux (none) 2.4.20_mvl31-ml300 #2 Mon Jul 26 15:41:12 MDT 2004 ppc unknown

MontaVista(R) Linux(R) Professional Edition 3.1

root@ml310:~# ls /
bin   dev  home  lost+found  opt   root  tmp  var
boot  etc  lib   mnt         proc  sbin  usr
root@ml310:~# free
             total       used       free     shared    buffers     cached
Mem:        127332       8736     118596          0        760       4272
-/+ buffers/cache:       3704     123628
Swap:            0          0          0
root@ml310:~# df -h
Filesystem            Size  Used Avail Use% Mounted on
rootfs                380M  357M  4.6M  99% /
/dev/root             380M  357M  4.6M  99% /
tmpfs                  62M     0   62M   0% /dev/shm

INIT: version 2.78 booting
Activating swap...
Checking all file systems...
fsck 1.27 (8-Mar-2002)
Calculating module dependencies... depmod: Can't open /lib/modules/
2.4.20_mvl31-ml300/gdone.
Loading modules:
modprobe: Can't open dependencies file /lib/modules/2.4.20_mvl31-ml300/
modules.dep (No)Mounting local filesystems...
nothing was mounted
Cleaning: /etc/network/ifstate.
Setting up IP spoofing protection: rp_filter.
Disable TCP/IP Explicit Congestion Notification: done.
Configuring network interfaces: done.
Starting portmap daemon: portmap.
Cleaning: /tmp /var/lock /var/run.
INIT: Entering runlevel: 3
Starting kernel log daemon: klogd.
Starting system log daemon: syslogd.
Starting devfsd: Started device management daemon for /dev
done.
Starting internet superserver: inetd.
Hostname: ml310.

MontaVista(R) Linux(R) Professional Edition 3.1

ml310 login: root
Password:
Last login: Thu Jan  1 00:01:45 1970 on console
Linux (none) 2.4.20_mvl31-ml300 #2 Mon Jul 26 15:41:12 MDT 2004 ppc unknown

MontaVista(R) Linux(R) Professional Edition 3.1

root@ml310:~# ls /
bin   dev  home  lost+found  opt   root  tmp  var
boot  etc  lib   mnt         proc  sbin  usr
root@ml310:~# free
             total       used       free     shared    buffers     cached
Mem:        127332       8736     118596          0        760       4272
-/+ buffers/cache:       3704     123628
Swap:            0          0          0
root@ml310:~# df -h
Filesystem            Size  Used Avail Use% Mounted on
rootfs                380M  357M  4.6M  99% /
/dev/root             380M  357M  4.6M  99% /
tmpfs                  62M     0   62M   0% /dev/shm

Xilinx ML310 Board-Specific Initialization:

ppb_init: dev =  9, id = ac23104c
pci_scan: bus 0, device  1, id 545110b9
pci_scan: bus 0, device  2, id 153310b9
pci_scan: bus 0, device  3, id 545710b9
pci_scan: bus 0, device  7, id 12298086
pci_scan: bus 0, device  8, id 030010ee
pci_scan: bus 0, device  9, id ac23104c
pci_scan: bus 0, device 12, id 710110b9
pci_scan: bus 0, device 15, id 523710b9
pci_scan: bus 1, device  3, id 030010ee
sio_init: Device ID = 53 15, Revision = f3.
sio_init: LPT1 base = 0x0378, irq = 5.
sio_init: COM1 base = 0x03f8, irq = 4.
sio_init: COM2 base = 0x02f8, irq = 3.
sio_init: KBC irq = 1, PS2 irq = 1.
sio_init: Super I/O initialization complete.

loaded at:     00400000 004FB1F8
board data at: 004F8140 004F8158
relocated to:  0040673C 00406754
zimage at:     00406FEB 004F7D92
avail ram:     004FC000 08000000

Linux/PPC load: console=ttyS0,9600 ip=off root=/dev/xsysace/disc0/part2 rw
Uncompressing Linux...done.
Now booting the kernel
Linux version 2.4.20_mvl31-ml300 (punit@xcomingus20) (gcc version 3.3.1 
(MontaVista 3.4Xilinx Virtex-II Pro port (C) 2002 MontaVista Software, Inc. 
(source@mvista.com)
On node 0 totalpages: 32768
zone(0): 32768 pages.
zone(1): 0 pages.
zone(2): 0 pages.
Kernel command line: console=ttyS0,9600 ip=off root=/dev/xsysace/disc0/
part2 rw
Xilinx INTC #0 at 0xD0000FC0 mapped to 0xFDFEBFC0
Console: colour dummy device 80x25
Calibrating delay loop... 299.82 BogoMIPS
Memory: 127212k available (1608k kernel code, 572k data, 120k init, 0k 
highmem)
Dentry cache hash table entries: 16384 (order: 5, 131072 bytes)
Inode cache hash table entries: 8192 (order: 4, 65536 bytes)
Mount-cache hash table entries: 2048 (order: 2, 16384 bytes)
Buffer-cache hash table entries: 8192 (order: 3, 32768 bytes)
Page-cache hash table entries: 32768 (order: 5, 131072 bytes)
POSIX conformance testing by UNIFIX



  

From the review:
• The general concept of local sums at the front-end board level, 

followed by crate-level sums and subsequent transfer to a central 
“Global LVl-1” processing area, is sound.  A concept and proof-
of-principle for crate backplane operation at the required high 
rate needs to be developed for the CDR.  If high-speed serial 
operation proves challenging, the collaboration should explore 
possible parallel concepts  to lower the bus-speed requirements.

Trim pedestals at input buffers
Energy sum doesn’t need 21 bit resolution
Probably 8 bits is fine (+ overflow?)
Truncate where?
Need to subtract pedestal - where?
Integrate (sum over time) after final sum
Multiplier on each channel before sum tree
Ability to test & monitor energy sum
Test pulsers at inputs

Notes:
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20 crates FCAL, 8 crates BCAL

Do crates really need to cost $10K?
Vector, Schroff, etc sell pieces

sum channels

On each board:



Why cPCI?
• Commodity silicon - direct connection to FPGAs, etc.

• IP (Xilinx, opencores.org, etc.)

• Inexpensive shielded 2mm connectors

• Lots of ground & user defined (rear I/O) pins

• “High Availability” features/standards

• Crate management standard (power, fans, modules)

• PICMG: 450 companies

00.
08

AB and AB-friendly connectors

daughtercard backplane rear I/O board

Fig. 3: CompactPCI 6U configuration

Improved guiding with AB-modules:

In accordance with the equipment practice each
front side arrangement of har-bus® HM connectors
shall have at least one A-module per slot to ensure
that the connector can accommodate ± 2 mm
alignment tolerances in rack systems.

On some rear I/O arrangements the A-module's
alignment capability cannot be utilised, because
only B-modules are used for feed through.
Consequently AB-modules were introduced to
ensure guiding capabilities where formerly only 
B-modules were used.Those AB-modules represent
a combination of A- and B-modules and are
specified in CompactPCI by PICMG 2.0 Rev. 3.0
for certain rear I/O applications.

The AB-modules have guiding pegs similar (but not
mating compatible to prevent mismating) to those of

the A-module providing the same proven mating 
tolerances of ± 2 mm. The AB-modules have no 
coding center but are fully equiped with contacts 
in order to maintain the full density as per the 
B-modules.

The AB-female connector mates either with an 
AB-shroud or with AB-male connectors. The 
centered pin positions of the shielding rows of male
connectors are simply equipped with short spill
contacts (if standard connector and shroud are
used). This prevents that the guiding peg of the 
female AB-module stubbing on the feed through
contacts of the front side's fixed connector. These 
fixed connector loadings are called AB-friendly.

The AB-male connector will not be equiped with
shielded contacts in the centre where the guiding
peg will engage.
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UC.2000 - 8 bit transient recorder up to 200 MS/s
• CompactPCI 6U format
• Up to 200 MS/s on 2 channels
• Up to 100 MS/s on 4 channels
• Simultaneously sampling on all channels
• 7 input ranges: ±50 mV up to ± 5 V
• Up to 512 MSample memory
• FIFO mode for slower samplerates
• Window and pulsewidth trigger
• Input offset up to ±400%
• Mutil-card synchronization possible
• Windows program SBench 5.x included

Product range overview
All of the UC2000 boards can use all of the on-board 
memory for recording signals independent of the 
number of active channels

Software/Drivers
A wide variety of drivers and examples are delivered 
with the board or are available as an option:
• Windows 98/ME/NT/2000/XP - drivers
• Linux - drivers
• SBench 5.2
• Microsoft Visual C++ examples
• Borland Delphi examples
• Microsoft Visual Basic examples
• Microsoft Excel examples
• LabWindows/CVI examples
• FlexPro support with SBench
• LabVIEW - drivers (as option)
• DASYLab - drivers (as option)
• MATLAB - drivers (as option)
• Agilent VEE - drivers (as option)

General Information
There are four different UC2000 models in the range, 
each has been designed for fast and high quality data 
acquisition. Each of the input channels has its own 
A/D converter and independent programmable input 
amplifier. This allows all signals to be recorded simul-
taneously with 8 bit resolution and without time-skew. 
There are seven input ranges that can be selected by  
software and in addition, each can be programmed 
to compensate an input offset of ±400% of the input 
range.
The extremely large on-board memory allows long 
time recording even with highest sample rates. A FIFO 
mode is also integrated on the board. This may be 
used to record data continuously to the PC at rates to 
100 MBytes / second.

Model 1 channel 2 channels 4 channels
UC.2020 50 MS/s 50 MS/s
UC.2021 50 MS/s 50 MS/s 50 MS/s
UC.2030 200 MS/s 100 MS/s
UC.2031 200 MS/s 200 MS/s 100 MS/s

Hardware block diagram

Software programmable parameters

Application examples

 

Sample rate 1 kS/s to max sample rate, external clock, ref clock
Input Range ±50 mV, ±100 mV, ±200 mV, ±500 mV, ±1 V, ±2 V, ±5 V
Input impedance 50 Ohm / 1 MOhm
Input Offset ±400% in steps of 1%
Clock impedance 50 Ohm / 1 MOhm
Trigger impedance 50 Ohm / 1 MOhm
Trigger mode Channel, External, Software, Auto, Windows, Pulse
Trigger level 1/64 to 63/64 of input range (6 bit)
Trigger edge rising edge, falling edge or both edges
Trigger pulsewidth 1 to 255 samples in steps of 1 sample
Memory depth 64 up to installed memory in steps of 64
Posttrigger 64 up to 128 M in steps of 64

LDA/PDA Production test Laboratory equipment
Radar Spectroscopy Test of mobile communication
Ultrasound Medical equipment
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CompuScope 82GC

Ultra-fast waveform digitizer card for CompactPCI/PXI bus

• 2 GS/s A/D sampling

• 8 bit resolution

• Up to 16 MegaSamples acquisition memory

• Up to 1.2 GHz bandwidth

• Multi-card systems of up to 2 channels at 2 GS/s (4 channels at 1 GS/s)

• Pre-Trigger Multiple Record mode

• Fast data transfer rate to system RAM

• SDKs for C/C++, MATLAB, LabVIEW & LabWindows/CVI under Win 95/98/
ME and Win NT/2000/XP

Communications & wireless

Military & Aerospace

Non-destructive testing

Synthetic instrumentation

Electro-optic

Laser/Radar

High energy physics

Embedded digitizer

Scope replacement

FEATURES APPLICATIONS

Top performance
general-purpose
digitizer with the
versatility and ease of
integration to satisfy
the most demanding
applications.

$8K

$7.3K
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EtherPlaneTM

Technical Specifications: EtherPlane TM

Dielectric:                            4.3 Er

Nominal thickness:    .161 in
Base copper thickness: 1 oz
Safety: Bare boards are UL 94V-O rated components
Connector mating forces
Mating force per slot: 6U 615,25N
Withdrawal force per slot: 6U 112,35N
Electrical
Performance criteria
Max. current per contact: nominal @50ºC 1,3A
Crosstalk: <94,0mV
Impedance: 65! ± 10% (100! ± 10% for differential

signals)
Ground bounce: < 50mV
Environmental
Temperature range: storage -40ºC to + 120ºC
Temperature range: operating -20ºC to + 85ºC
Altitude: operating 12,100 m (40,000 ft.)
Humidity: 90% R.H. non-condensing
Shock, vibration and bump: exceeds ETS 300-019-2-5

Table 2a T5.2
Rapid decompression: exceeds DEF STAN 00-35 test

CL9 class F(4)
Safety assessment: independent third party EN60950
Note: Furter details are available upon request from APW
Electronic Solutions

Above Left: APW’s EtherPlane  Backplane and Bridge Module
Above Right: APW’s EtherPlane Backplane

Consult factory for other power options

EtherPlane Features:

• Up to 21 slots in a 19” rack or more for 23” racks (up to

24 node slots)

• Compliance to PICMG 2.16

• Compliance to PICMG 2.0 rev. 3.0

• Supports PICMG 2.1 rev. 2 for basic hot swap

• 64 bit PCI bus

• Optional configurations for System Slot as a Node Slot

• Configurations available with H.110 bus (PICMG 2.5)

with provisions for Telecoms Power

• Configurations available with Dual hot swappable

power supplies

• 6U form factor

• Supports PICMG 2.9 System Management

• Provisions for a 15 slot with 1 bridge, or a 21 slot with 2 bridges

• With the standard 21 slot backplane, first segment can be run at

66Mhz

• Other slot sizes and configurations are available upon request

StealthBridge Module Features:

• Intel 21154BE transparent PCI to PCI bridge

• 32/64 bit data bus capable

• 33/66 MHz bus speed

• 3U x 80mm form factor

EtherPlane™ cPSB Backplanes:
APW’s EtherPlane CompactPCI/PSB backplanes are being offered in

a wide array of features and options, for the PICMG 2.16 specification

allows for a great degree of flexibility in system configuration.

For system design and prototyping, APW’s first standard-product of-

fering will be a 15 slot CompactPCI/PSB backplane with H.110 con-

sisting of 2 power slots, a right hand processor slot, 12 node board

slots and two fabric board slots integrated into a 9U chassis that fits

within the standard 19” rack mechanics. An option for this backplane

is the ability to bridge two CompactPCI segments with the patented

St ea l t h BridgeTM. Another option is the provision to allow the sys-

tem slot to participate in the packet switching architecture as a node

slot. In addition to PICMG 2.16, this backplane conforms to PICMG 2.0

r3.0 CompactPCI (which incorporates basic hot swap), PICMG 2.5

r.1.0 Computer Telephony and PICMG 2.9 System Management Bus.

Full 21 slot backplanes provide additional challenges and designs

must be looked at from a systems level view. A 21 slot backplane

design will be impacted by the power source and cooling arrange-

ment. The 6U x 84HP geometry of a 21 slot backplane will be full of

2mm Hard Metric Connectors and additional board space must be

added for power interconnect as well as utility signals. In addition,

current Ethernet PHY’s are designed to drive UTP cable for 100m.

These devices consume large amounts of power and dissipate large

amounts of heat. APW can design a platform to an application specific

requirement while considering these issues.

Ordering Information:

CPSB       XX      X      X
Slots
15______________________15

21______________________21

System Slot
Right hand_____________________R

Right hand (acting as node)________N

Sub Busses
Standard___________________________0

H.110_____________________________3

BACKPLANE: BRIDGE:
Bridging the CompactPCI Bus

The EtherPlaneTM cPSB product line combined with

APW’s  revolutionary new StealthBridgeTM technology (pat.

pending) provides the ultimate in system flexibility. Now

you can forget about bridge limitations in CompactPCI.

With APW’s StealthBridge bridge module, you can put

21 slots in a 19" rack width – complete with a full comple-

ment of rear-mounted I/O transition cards.

The StealthBridge creates a “phantom” system slot

between slots on the backplane, yet the removable bridge

module keeps all active circuitry off the backplane.

APW’s StealthBridge is a backplane/bridge card

combination* that combines the last (bridge) slot of one

CompactPCI bus segment with the first slot of the sec-

ond segment.  The StealthBridge integrates a plug-in

bridge module between two rear-mounted transition

boards.

The PCI bus is routed nor-mally to the last slot posi-

tion of the first bus segment and utilizes six of the rows

of the 10-row connector. The cPCI bus signals are

“passed through” to the input of the bridge, while the

output of the bridge is routed back through the backplane

into the “phantom” system slot that is created between

the connectors.

The extended cPCI bus is routed from the remaining

rows of the 10-row connector to the extended bus con-

nectors through the “phantom” system slot at the output

of the bridge.

The bridge module is uni-versal, and can be used

with left or right justified sys-

tem slots, and with or with-

out the EtherPlane.
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APW Electronic Solutions designs and manufac-

tures a line of high speed CompactPCI Packet Switch-

ing Backplanes (cPSB) in compliance to the PICMG

2.16 standard.  EtherPlaneTM, APW’s Packet Switched

Backplane product line, is now enhanced to include the

PICMG 2.16 standardized embedded Ethernet routing

for next-generation high-speed packet switch applica-

tions.  cPSB is a major extension to the CompactPCI

Specification with significant potential for embedded

system integrators, telecoms suppliers (Voice over IP

is an ideal application) and, indeed, anyone who wants

to take advantage of benefits of using IP based commu-

nications, either with or without the cPCI Bus.

At present, the CompactPCI specification enables

single conversations operating at 66 MHz over a 64-bit

data bus, a bandwidth of approximately 4 Gbits/s trans-

fer rate, albeit limited to only five slots on a contiguous

backplane. The PICMG 2.16 specification allows two

switching fabrics, each supporting 20 simultaneous

conversations at 2 Gbits/s to provide a 40 Gbits/s trans-

fer rate. Developers can also create “virtual backplanes,”

expanding to any number of CompactPCI (or non-

CompactPCI) systems, by running either fiber or CAT5

Ethernet cables to external connections that extend the

packet-switched bus.

CompactPCI/PSB (or cPSB) significantly improves

performance, scalability and reliability of CompactPCI

while preserving its mechanical, power, hot-swap

attributes and H.110 capabilities. System integrators can

mix the system components with legacy units relying

on the CompactPCI bus and can create interaction within

the same chassis. With sub-systems built around legacy

CompactPCI elements, system capabilities can evolve

organically and gradually onto the CompactPCI/PSB

framework. Overall, an extremely significant upgrade,

one that maintains backwards compatibility and is achiev-

able without significant engineering investment.
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About cPSB
The CompactPCI/PSB 2.16 Specification defines an Embedded

System Area Network (ESAN), integrating a scaleable LAN into the

embedded systems environment; the specification provides for the use

of Geographical Address (both slot and shelf) and Hot Swap for node

and fabric boards that support CompactPCI and PSB or PSB only. It

supplements the robust, reliable and hot-swap capable CompactPCI

architecture with the easily integrated, low-cost, high-performance, and

extensible Ethernet.

The 2.16 Specification also has provisions for a scalable system.

The standard system supports up to 21 slots in a standard 19” subrack;

for ETSI-standard applications with wider subracks, the specification

allows for up to 26 fabric and node slots by defining an extended fabric

slot with 24 link ports. This is, of course, a significant increase on the 33

MHz/8 slot or 66 MHz/5 slot requirements contained in existing PICMG

Specifications, and therefore presupposes that bridge modules are

available to connect the separate segments of the overall backplane

without losing slots. APW has already developed a solution, the

S t ea l t h bridgeTM (pat. pending) to perform just this function. Other

manufacturers also have various bridging techniques.

Fabric boards and node boards
The CompactPCI/PSB is a star topol-

ogy  (Figure 1): in a 2.16-enabled system,

boards are defined as nodes or fabrics.

There are two underlying concepts: an

Ethernet infrastructure is embedded in the

backplane,   accessible via the P3 connec-

tor. All node slots in the chassis are inter-

connecting through purpose-built switching

fabric slots. Node cards operate as

standalone “systems in a slot,” interfacing

with each other through a network stack such

as TCP/IP. The 2.16 specification extends rather than replaces

CompactPCI because it over-lays, on P3, up to two embedded switched

Ethernet networks on the CompactPCI backplane.

Employing LAN analogies, the node board is the workstation on

the network, connected to the fabric board, equivalent to a router. Both

types of board obviously still interconnect with the normal power and

parallel signal buses on the backplane, but in addition, they can now

communicate with each other using Ethernet high-speed serial links to

give scaleable bit rates of 10/100/1000 Mbits/s per port per slot. The

PSB supports full-duplex bit rates of up to 2 Gbits/s per slot. A twenty-

one slot PSB supports a total bandwidth approaching 40 Gbps.

Node boards are optionally hot swappable. They use only twenty

pins (16 active) in the J3 area per slot and they are non invasive to J1,

J2, J4 and J5, enabling the system to co-exist with all currently released

CompactPCI specifications. Fabric boards, providing the interconnect

between node boards and the uplink interface to the outside world,

uses 152 modified pin assignations in J3 and J5.

Redundant switching fabrics allow for the

creation of High Availability (HA) systems.  A PSB

will be defined as either a single or dual fabric

board, depending on whether it supports one or

two fabric slots; in a dual fabric backplane (Figure

2), an optional link between the two fabric slots is
defined.

The benefits of standardization
The CompactPCI/PSB standardizes Ethernet into the CompactPCI

backplane — a big leap for system design. By combining the ubiq-

uity and commodity status of existing high-volume components and

technologies to make possible high-density, high-availability solutions,

developers can deliver to    market quickly and cost-effectively without

having to  create complex architectures or new silicon.

The main benefits of CompactPCI/PSB are:

• Reduced time to market. Because integration will migrate to the net-

work/transport layer level, no changes are required at the driver/backplane

interface level.

• Increased system reliability. Cables are replaced by backplane traces,

and redundancy is enabled.

• Improved scalability and performance, with up to 2 Gbits/s per slot.

Costs are reduced through the wide use of commodity silicon, and by

interconnecting between systems using “virtual backplanes” to create

larger systems.

• Upgradeability and future-proofing are simply achieved by

reconfiguration between node and fabric slots. The ESAN is compatible

with all existing mechanical specifications and protocols: it is simple to

configure and robust in use.

cPSB glyphs
cPSB compatibility glyphs provide visual indication of backplane

connector and board capability. Several new glyphs are defined for Fab-

ric and Node Slots/Boards. Figure 3 shows the additional glyphs de-

fined for PSB Fabric and Node Slots. The PSB glyphs are designed such

that they can be combined with the triangle and/or circle glyph typically

used for CompactPCI boards and slots. A 21-Slot PSB Glyph Example

shown in Figure 4 indicates that slots 1, 9, and 17 are System Slots with

a PSB Link to the ‘a’ and ‘b’ Fabric Slots. The remaining slots are periph-

eral slots and each has one PSB link port connection to each of the ‘a’

and ‘b’ Fabric Slots. Node Slot Link Port ‘a’ is wired to Fabric Slot ‘a’.

Node Slot Link Port ‘b’ is wired to Fabric Slot ‘b’. In addition to glyphs,

APW switch fabric slots are identified by blue/lilac or ocher/yellow keyin

the P4 connector  and tan colored card guides.

Figure 4: APW’s 21 slot EtherPlane glyph example

Figure 3: Packet Switched Backplane compatibility glyphs

(TRIANGLE) CompactPCI System-Only Slot/Board

(CIRCLE) CompactPCI Peripheral-Only Slot/Board

(CIRCLE-TRIANGLE) CompactPCI System-Peripheral Board

Fabric-Only Slot/Board

Dual Link Port Node-Only Slot/Board

Single Link Port Node-Only Slot/Board

CompactPCI System + Fabric Slot/Board

CompactPCI System + Duel Port Node Slot/Board

CompactPCI System + Single Port Node Slot/Board

CompactPCI Peripheral + Fabric Slot/Board

CompactPCI Peripheral + Duel Port Node Slot/Board

CompactPCI Peripheral + Single Port Node Slot/Board

CompactPCI System-Peripheral + Fabric Board

CompactPCI System-Peripheral + Duel Port NOde Board

CompactPCI System-Peripheral + Single Port Node Board

SLOT  BOARD    DESCRIPTION

Ethernet-Based Switched Fabric

Figure 1: Single Star Topology

Figure 2: Duel
Fabric Topology



DATASHEET 

C O M P A C T P C I S W I T C H  A N D  I P M I  M A N A G E R

• Single slot CompactPCI PICMG 2.16 compliant

• Switch and IPMI Manager

• Switch:

• 24 Link ports fast Ethernet Layer 2 Switch

• 4 Gigabit Ethernet up-links, 2 optical and 
2 copper (with RTM)

• Latency < 4 us

• Wire-speed switching

• Advanced Layer 2 protocol support: VLAN, 
GMRP, Spanning Tree, Link Aggregation

• DHCP, TFTP, FTP support

• Remote management capability via SNMP

• Command Line Interface to setup and 
program switch

• Flash Memory to support custom configuration

• Optional Rear Transition Modules (RTMs)–
single slot wide 

• IPMI (PICMG 2.9) enabled

• Front panel activity indication

• Integrated IPMI Manager:

• Dynamic configuration of the system

• SNMP management interface to 
hardware platform

• Power and temperature monitoring

• Distributed Hot-swap monitoring & control

• Control and monitoring of 12 General 
Purpose signals 

• Remote resetting, power cycling 

F E A T U R E  S U M M A R Y

E S M - 3 1 0 0

ESM-3100, is single-slot CompactPCI
PICMG 2.16 compliant Layer 2 Switch
featuring 24 Fast Ethernet link ports,
4 Gigabit up-links, and integrated plat-
form management. The ESM-3100 is
designed to be a companion product to
the RadiSys CP50 chassis, providing the
switching capabilities for PICMG 2.16
compliant chassis as well as IPMI
(PICMG 2.9) management support.

2 4  P O R T  FA S T  E T H E R N E T  P LU S  4  P O R T

G I G A B I T  E T H E R N E T  P E R F O R M A N C E

Systems with multiple I/O boards are
able to process large amount of data
and since almost all of the data in a
Compact PCI Switched Backplane
(CSBP) is routed through the switch it is
essential for the switch to have high-
bandwidth connections to pipe the data
in and out. For this reason the ESM-
3100 is equipped with four Gigabit
ports, two optical Ethernet ports on
the front panel and two Gigabit copper
ports at the rear of the switch on the
Rear Transition Module (RTM).

All intra-chassis connections are 
sup-ported via Fast Ethernet ports. 
The ESM-3100 can operate as either a 
stan-dard PICMG 2.16 fabric card,
with connections for up to 19 
PICMG 2.16 nodes slots, or an
extended fabric card with support for
up to 24 node slots. 

O A & M —O P E R AT I O N A L

A D M I N I S T R AT I O N  &  

M A N A G E M E N T  S U P P O R T

The ESM-3100 is remotely manageable
via standard SNMP interfaces through
a 10 Base-T Ethernet port out the front
panel or a 10/100 Base-T Ethernet
connection out the rear, through the
RTM, or through a virtual interface
via the switch ports. In addition to the
standard SNMP interfaces, the ESM-3100
is a fully IPMI (PICMG 2.9) compliant
blade. This allows the ESM-3100 and
other blades in the systems to be con-
trolled and monitored through IPMI
commands including resetting of blades
remotely, monitoring of temperature,
power and logging of other status
information made available to the
IPMI interface.

IPMI supported commands are also
accessible through SNMP via the SNMP
agent that runs on the ESM-3100.

The ESM-3100 is equipped with up
to 32MB of Flash memory to enable
the switch to power-up in a custom
setup and/or enable the user to load
custom code that will be loaded at
power-up.

Custom setups are configurable via a
CLI (Command Line Interface) that is
accessible over RS-232 or Telnet or the
Internet through a Web interface.
Custom code is downloadable to the
Flash via FTP.

ESM-3100 

P I C M G  2 . 1 6  C O M P L I A N T

$3,131

High-performance, maximum density and
ultra-fast connection speeds

As part of the XL family of high
performance CompactPCI building
blocks, the XL-ES24 is at once
highly integrated and scalable;
and specifically designed to meet
the needs of OEMs developing
next-generation Internet and voice
communications networks.

XL-ES24

Kontron’s XL-ES24 CompactPCI Fast
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managed layer 2/3 switch which provides

twenty-two 10/100 Mbps Ethernet ports

for PICMG 2.16 compliance in-chassis

switching duties. The XL-ES24 also comes
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RJ-45 ports and two Gigabit Ethernet ports
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SNMP, Telnet, CLI and RMON management
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management console – routing and
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chassis switching
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VLAN configuration distribution
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EMBEDDED NETWORKED FRONT ENDS - BEYOND THE CRATE

Lawrence R. Doolittle, LBNL, Berkeley, CA 94720, USA

Abstract

The inexorable march of Moore’s Law has given engi-

neers the capability to produce front end equipment with

capabilities and complexity unimaginable only a few years

ago. The traditional standardized crate, populated with

off-the-shelf general-purpose cards, is ill suited to the next

level of integration and miniaturization. We have reached

the stage where the network protocol engine and digital

signal processing can, and should, directly adjoin the ana-

log/digital converters and the hardware that they monitor

and control.

The current generation of Field Programmable Gate Ar-

rays (FPGAs) is an enabling technology, providing flexible

and customizable hard-real-time interfacing at the down-

loadable firmware level, instead of the connector level. By

moving in the direction of a system-on-a-chip, improve-

ments are seen in parts counts, reliability, power dissipa-

tion, and latency.

This paper will discuss the current state-of-the-art in em-

bedded, networked front end controllers, and gauge the di-

rection of and prospects for future development.

1 THE CRATE AGE

For decades, CAMAC[1] and VME[2] crates have

formed the basis for new designs of accelerator front end

equipment. These designs still make a certain amount of

sense when 100% of the desired functionality can be as-

sembled using off-the-shelf boards.

Crates have their origin in the times when no single

board had, or could have, enough interface gear to run a

piece of equipment. It was reasonable to line cards up in

a crate to get enough digital inputs, digital outputs, analog

inputs, and analog outputs to meet the needs of a system.

As a natural consequence of Moore’s Law[3], the

amount of functionality available on a board has risen pro-

gressively. Last year’s system fits in today’s crate, last

year’s crate fits on today’s circuit board, and last year’s cir-

cuit board fits on today’s chip.

A side effect of this progression is that, for the fixed form

factor of a crate, the number of connection points to a board

is larger, so more wires are involved. To justify having the

large cost overhead of a crate, people are motivated to “fill
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it up.” This in turn leads to unmaintainably large cable bun-

dles leading between each crate and patch panels that act as

antennas for crosstalk. The cables and patch panels are in-

evitably hand-wired and not self-checkable. Worse, from

a software perspective, is that unrelated systems are often

grouped in one control computer, aggravating problems of

coordination.

2 NETWORKED FRONT END CONCEPT

It’s always true that developing circuit boards (including

assembly, debugging, and calibration) is more expensive

than buying a ready-made board. Hand-wired transition

assemblies between the connectors as provided on ready-

made boards and those on the equipment that needs inter-

facing, however, is even more expensive and notoriously

unreliable. People therefore put such transition and signal

conditioning equipment on circuit boards. From there, a

slippery slope begins: the extra effort to add Analog/Digital

conversion chips to the board is fairly small, and places

complete control over the analog system performance in

the hands of the engineer. The resulting large, and difficult

to test, number of wires between conversion chips and the

control system logic can be managed by connecting them

directly to an FPGA. Finally, computer gear is sufficiently

small and well understood that it makes more sense to think

of the computer as an add-on to the custom hardware, than

vice versa. Each integration step reduces the number of

connectors, a perennial weak link in accelerator reliability.

It also reduces the number of unrelated clock domains.

The familiar block diagram of figure 1 represents in most

general form the resulting structure of modern control hard-

ware. The FPGA provides a consistent (and small) latency

digital feedback path between the ADCs (analog to dig-

ital converters) and DACs (digital to analog converters).

Different applications have varying requirements for the

speed, resolution, and channel count of ADC and DAC

hardware.

While analog electronics has not shrunk as dramatically

as digital, it has proved possible in many cases to simplify

the analog signal path by pushing functionality into the dig-

ital domain[4]. This is an important step in bringing down

the total hardware complexity, since the digital processing

involves no additional chips.

Low speed housekeeping hardware normally involves

at least a multi-channel ADC for power supply moni-

toring (including the current drawn by the FPGA core),

plus temperature and electronic serial number. Commu-

nication between the FPGA and such housekeeping hard-

ware normally takes place over bit-serial interfaces such as

SPI [5], I C [6], or 1-Wire [7]. While some might

http://recycle.lbl.gov/~ldoolitt/icalepcs2003/WE601.pdf

it solves: at GB/s rates, even workstation-class CPUs get

overloaded, so modern high speed NICs (network interface

cards) are evolving into dedicated network co-processors.

“The cheapest, fastest and most reliable components of a

computer system are those that aren’t there.”[13]

The flexibility and end-to-end integration of an FPGA-

based SOC make it plausible to use Ethernet with a hard

real time mind-set that is inconceivable using a CPU and a

conventional MAC. Frame preamble and header informa-

tion can be sent down the wire while results are still being

acquired from the hardware.

There is not necessarily any hardware difference be-

tween approaches A and B. Approach A is more likely to

work without the external memory chip, in part because of

its simpler scope.

5.1 Soft CPU Cores

When the CPU is built with the FPGA fabric, just like the

rest of the chip’s functionality, it is called a soft core. Many

such designs are published and/or sold, some of which are

listed here.

name source bits 4-LUTs MHz

PicoBlaze[14] VHDL 8 152 40

SLC1657[15] VHDL 8

gr0040[16] Verilog 16 257 50

xr16 schem 16 392 65

MicroBlaze[17] N/A 32 1050 75

NIOS-16[18] N/A 16 1100 50

NIOS-32[18] N/A 32 1700 50

LEON SPARC[19] VHDL 32 4800 65

Aquarius[20] Verilog 32 5506 21

or1k[21] VHDL 32 6000 33

None of these cores have an MMU (memory management

unit). The speeds (and, to a lesser extent, the 4-LUT count)

are only approximate since they depend on the speed and

capability of the underlying FPGA. A ‘N/A’ in the ‘source’

column indicates that the source is not published, limiting

the core’s utility in a research context.

The advantages of a soft core are more competition, va-

riety, and adaptability to the actual problem at hand.

5.2 Hard CPU Cores

When the CPU is built by the chip manufacturer on the

same die as the FPGA fabric, it is called a hard core.

CPU core chip bits MHz

PowerPC Xilinx Virtex-IIpro 32 250

ARM9 Altera Excalibur 32 200

80C51 Triscend 8

The first two of these designs include an MMU. Al-

though less customizable, these cores have theoretically

better cost/performance and speed-power product than a

soft core. In today’s FPGA generation, hard cores with

external SDRAM are probably required for type A SOC

implementations.

6 NETWORK CHOICES

At some point in the chain from hardware to operator,

standards (as published by sanctioned standards bodies) are

essential for communication between hardware built by dif-

ferent people at different times.

There are many historical standards for parallel bus at-

tachments of peripherals to computers: CAMAC (IEEE-

583), VME (IEEE-1014), VXI, GPIB (IEEE-488), SBUS

(IEEE-796), ISA/AT, ATAPI (ANSI NCITS 317-1998 and

later), PCI/cPCI. At the time of this writing, all are consid-

ered obsolete or dying, in many cases explicitly replaced

with a serial equivalent. PCI sees extremely wide use, but

is also very political, and many commercial interests ap-

pear eager to upgrade or replace it soon. Modern serial

buses include Ethernet (IEEE-802), Firewire (IEEE-1394),

Fibre Channel, USB, CAN (ISO 11898), SATA, and ATM.

Ethernet is both the oldest and most vibrant. It is in

the heart of the wireless storm. Power Over Ethernet[22],

which provides up to 13W for peripherals over the same

CAT5 cable as the network, is just taking off. Fiber and

twisted pair transmission speeds are set for another jump in

speed and/or availability. It’s very hard to imagine any dif-

ficulty connecting Ethernet-based gear to the Internet any-

time in the next two decades. The same cannot be said

about any of the other listed protocols.

With ubiquitous CAT5 cable, 100BaseTX and

1000BaseT Ethernet will reach 100m. On a fiber

physical layer, 100BaseFX in full-duplex mode will reach

2000m, and 1000Base-LX on a single mode fiber will

reach 3000m[23].

While not normally thought of as a hard-real-time link,

point-to-point Ethernet does have deterministic latency.

Direct links between networked front ends could take ad-

vantage of that to implement wide-area feedback and inter-

locks.

7 FIELD PROGRAMMING

FPGAs are an enabling technology. Their reconfigura-

bility is an essential feature, allowing bugs to be fixed and

features to be added to the hardware at a later date. This

flexibility comes with a hardware price: some means of

“booting” or “configuring” the FPGA must be included,

and (to avoid losing the very feature that is so attractive)

a mechanism must be included to make that configuration

remotely updatable. When a conventional networked com-

puter is part of the equation, the solution can be relatively

easy: connect four JTAG leads to the computer’s general

purpose port, and have the FPGA activate only after the

computer goes on line. This avoids dedicated Flash mem-

ory chips and all other hardware and software complexi-

ties. Normal software configuration control can place new

FPGA configurations on a network server, where it will

take effect on the next chassis reset or power cycle.

When interlocks are implemented with an FPGA,

the equation changes: it has to be treated as a non-

programmable device, and changes in functionality have

http://epaper.kek.jp/ica01/papers/WEAP023.pdf
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Abstract

The ESRF control system is in the process of being mod-

ernised. The present control system is based on VME,

10 MHz Ethernet, OS9, Solaris, HP-UX, NFS/RPC, Mo-

tif and C. The new control system will be based on com-

pact PCI, 100 MHz Ethernet, Linux, Windows, Solaris,

CORBA/IIOP, C++, Java and Python. The main frontend

operating system will be GNU/Linux running on Intel/x86

and Motorola/68k. Linux will also be used on handheld

devices for mobile control. This poster describes how

GNU/Linux is being used to modernise the control system

and what problems have been encountered so far1.

1 INTRODUCTION

The ESRF control systems control 3 accelerators and 32

beamlines. They have been built using the same technology

and are completely compatible. They were built 10 years

ago based on the state-of-the-art technology ten years ago.

This included VME, 10 MHz Ethernet, OS-9, Solaris, HP-

UX, NFS/RPC, Motif and C. Most of these technologies

have not evolved over the last few years. In our search

for better tools, support, ease of programming, and overall

stability and quality we have put all our old technologies

to the test. Our main criterium was which technology or

tool will allow us to offer users a better control system. A

better control system means one which offers more features

to users without losing any of the present good features.

The result of this technology survey was 100 MHz Ether-

net, VME (for the existing hardware), CompactPCI (cPCI)

and PCI for new hardware, Linux as the main frontend op-

erating system, Windows for commercially supported hard-

ware and software, Solaris and GNU/Linux as the main

desktop operating systems, CORBA/IIOP as the new net-

work protocol, C++, Java and Python as the main program-

ming languages.

2 WHY GNU/LINUX?

What does GNU/Linux offer that other systems don’t?

1. FREEDOM! Freedom in this context means access to

all the source code so that it can be compiled, under-

stood and improved. An additonal freedom is the free-

dom from supplier pressure and fees.

1work supported by J.Klora, J.M.Chaize and P.Fajardo

2. Technology we know well (Unix) and which is con-

ceptually simple to understand and program. This is

an important feature in our case because we need to

develop device drivers. In addition to being easy to

understand it is well-documented.

3. A rich set of software packages. Almost all known

sourceware packages have been developed or ported

to GNU/Linux.

4. It is easy to manage in a network environment and has

excellent support for all network protocols. Because

our control systems are distributed over the network

this played a strong role in our choice for GNU/Linux.

3 LINUX/M68K + VME

The ESRF has over 200 VME crates installed. This repre-

sents an investment of millions of Euros as well as many

tens of years of work in hardware and software develop-

ment. Any modernization project must take this invest-

ment into account. The modernization foresees two ways

to do this: using the Motorola CPU’s (MVME-162) to run

GNU/Linux directly, or replacing the CPU with a bus ex-

tender which allows the VME bus to be controlled from PC

running Linux/x86. This section describes the first option.

The bus extender solution is discussed in the next section.

For Linux/m68k we use the Debian distribution 2.1. It

can be downloaded from the Debian website2 and is avail-

able in source code and binary format. The standard kernel

(we are running kernel 2.2.10) includes the support for the

Motorola CPU port (originally done by Richard Hirst3). We

run all our Linux/m68k crates without hard disk (diskless).

The root disk is NFS mounted readonly. In addition there is

a RAM disk for /etc, /dev, /var and /tmp. This means crates

can be switched on/off without risk of losing data nor do we

have to do fsck’s. We have rewritten device drivers for all

our main VME cards. For many of them we subcontracted

the driver writing for the first version to Richard Hirst (later

Linuxcare). Maintenance and further development is now

done in house. Client programs communicate with the hard-

ware via the network using TACO/TANGO device servers

(cf. below). We use the GNU tools for compiling and de-

bugging (g++ and gdb).

2http://www.debian.org
3rhirst@sleepie.demon.co.uk
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Our experience with Linux/m68k compared to OS-9 (the

commercial operating system we were using previously) is

that it is at least, if not more stable, the TCP/IP implemen-

tation is more efficient and robust and it is easy to add new

features to our software using standard techniques like mul-

tithreading.

4 LINUX/X86 + BUS EXTENDERS

The modernization project of the instrument control at the

ESRF using GNU/Linux supports two main hardware plat-

forms: PCI/cPCI and VME. The former provides access to

the most recent interface boards developed for a highly de-

manding market, and hence, with better performance/price

ratios. The latter is needed for a gradual transition between

the current VME instrumentation and the PCI technology.

VME boards can be controlled from a Motorola MVME

CPU or from a PC through a PCI/VME bus extender, both

running GNU/Linux as OS.

As it was said before, the modernization project also

includes the cPCI platform, which, in combination of

PCI/cPCI bus extenders, notably increases the flexibility

in the hardware configuration. It is well known that due to

the dynamic resource configuration in the PCI specification,

identical boards are only distinguishable by their slot posi-

tion in the bus. Most of the drivers available for PCI boards

enumerate the boards in the same order they are found by

the BIOS / OS at boot time. This means that the board iden-

tification number will change when a similar one, situated

before in the PCI bus structure, is removed. Moreover, if we

apply the same logic to slave cPCI crates, their bus num-

bers will change when another is removed. To solve this

problem a differentiation between physical numbers, those

used by the drivers, and logical numbers used by applica-

tions is made. The mechanism responsible for making this

mapping keeps track of the boards present in the system and

detects any change in the bus configuration. Any non-trivial

change is informed to the user, avoiding wrong addressing

to the boards. The position of the boards are presented to

the user in terms of chassis and slot, which are translated to

PCI device numbers by hardware specific mappings.

Setups based on the PCI architecture have been mounted

using both a desktop PC and an industrial PC that imple-

ments the PICMG standard. Remote VME crates are con-

trolled through SBS Technologies PCI/VME bus extenders,

and cPCI crates are directly linked to the main PCI bus

by means of National Instruments MXI-3 PCI/cPCI/PXI

bus adapters. These adapters expand by a large factor the

amount of hardware that can be managed by a single host.

Furthermore, both MVME and PCI GNU/Linux can inde-

pendently control boards in the same crate, providing even

more possibilities for the VME - PCI transition.

5 DEVICE DRIVERS

In order to use the same device driver codes in both sys-

tems, an interface layer was implemented to manage I/O

addresses and IRQs, taken from the module parameters at

load time. In the bus coupler configuration, this interface

does the necessary PCI to VME address mappings during

the initialization of the VME board drivers, allowing boards

on different (remote) VME buses to be controlled from the

same host as local. This interface also exports automatically

the state and configuration of each board to the virtual file

system.

In experiment automation it is often very useful to record

the value of several magnitudes when an event occurs. Such

an event can be generated by a hardware signal or by a

software condition. To provide this functionality a buffering

mechanism was developed in the kernel, named “hook” after

a similar facility developed at the ESRF for OS/9 drivers,

which hooks data on hardware interrupts. The values to be

written in the buffer are run-time configurable by specifying

the driver name, the board and the channel to be read. Each

driver that can export its channels will register with the hook

module during initialization. When an application wants to

read one of its channels, the hook asks for the necessary

actions to be done. If the actions are just simple register

read/write operations (one single read is very common),

they are returned in the form of a "program". Otherwise,

if the process is more complicated, a pointer to a function

is saved. One source of hook events is a timer provided

by the hook itself, which attaches to the system software

timer, and hence has a minimum repetition period of 10 ms

on standard installations. Higher rates can be achieved with

hardware interrupts generated by counter/timer boards like

the ESRF VCT6.

Not all the boards allow a fast reading of their registers,

and the system should not wait in an interrupt handler (actu-

ally a bottom half handler). This problem can be overcome

with an asynchronous buffer write, as long as it is done be-

fore the next event arrives. Finally, the hook buffer can be

filled in linear mode, which stops acquisitions when the end

of the buffer is reached, or in circular mode for continuous

measurement.

6 DEVICE SERVERS

The device drivers are the first layer in our control system

architecture. The second layer is called the device server

layer and provides transparent network access. This means

hardware can be shared transparently between geograph-

ically separated parts of the accelerator and/or beamline,

thereby adding a layer of flexibility which would other-

wise not be available (except by recabling). The device

servers at the ESRF are of two flavours. The original

flavour called TACO4 uses the ONC/RPC network proto-

col and is a lightweight protocol. It has the advantage that

the ONC/RPC runs everywhere where NFS runs. The sec-

ond flavour called TANGO5 is based on CORBA and uses

the IIOP protocol for the network layer. CORBA is slightly

more heavyweight than ONC/RPC but offers more high-

4http://www.esrf.fr/taco
5http://www.esrf.fr/tango
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Abstract

The ESRF control system is in the process of being mod-

ernised. The present control system is based on VME,

10 MHz Ethernet, OS9, Solaris, HP-UX, NFS/RPC, Mo-

tif and C. The new control system will be based on com-

pact PCI, 100 MHz Ethernet, Linux, Windows, Solaris,

CORBA/IIOP, C++, Java and Python. The main frontend

operating system will be GNU/Linux running on Intel/x86

and Motorola/68k. Linux will also be used on handheld

devices for mobile control. This poster describes how

GNU/Linux is being used to modernise the control system

and what problems have been encountered so far1.

1 INTRODUCTION

The ESRF control systems control 3 accelerators and 32

beamlines. They have been built using the same technology

and are completely compatible. They were built 10 years

ago based on the state-of-the-art technology ten years ago.

This included VME, 10 MHz Ethernet, OS-9, Solaris, HP-

UX, NFS/RPC, Motif and C. Most of these technologies

have not evolved over the last few years. In our search

for better tools, support, ease of programming, and overall

stability and quality we have put all our old technologies

to the test. Our main criterium was which technology or

tool will allow us to offer users a better control system. A

better control system means one which offers more features

to users without losing any of the present good features.

The result of this technology survey was 100 MHz Ether-

net, VME (for the existing hardware), CompactPCI (cPCI)

and PCI for new hardware, Linux as the main frontend op-

erating system, Windows for commercially supported hard-

ware and software, Solaris and GNU/Linux as the main

desktop operating systems, CORBA/IIOP as the new net-

work protocol, C++, Java and Python as the main program-

ming languages.

2 WHY GNU/LINUX?

What does GNU/Linux offer that other systems don’t?

1. FREEDOM! Freedom in this context means access to

all the source code so that it can be compiled, under-

stood and improved. An additonal freedom is the free-

dom from supplier pressure and fees.

1work supported by J.Klora, J.M.Chaize and P.Fajardo

2. Technology we know well (Unix) and which is con-

ceptually simple to understand and program. This is

an important feature in our case because we need to

develop device drivers. In addition to being easy to

understand it is well-documented.

3. A rich set of software packages. Almost all known

sourceware packages have been developed or ported

to GNU/Linux.

4. It is easy to manage in a network environment and has

excellent support for all network protocols. Because

our control systems are distributed over the network

this played a strong role in our choice for GNU/Linux.

3 LINUX/M68K + VME

The ESRF has over 200 VME crates installed. This repre-

sents an investment of millions of Euros as well as many

tens of years of work in hardware and software develop-

ment. Any modernization project must take this invest-

ment into account. The modernization foresees two ways

to do this: using the Motorola CPU’s (MVME-162) to run

GNU/Linux directly, or replacing the CPU with a bus ex-

tender which allows the VME bus to be controlled from PC

running Linux/x86. This section describes the first option.

The bus extender solution is discussed in the next section.

For Linux/m68k we use the Debian distribution 2.1. It

can be downloaded from the Debian website2 and is avail-

able in source code and binary format. The standard kernel

(we are running kernel 2.2.10) includes the support for the

Motorola CPU port (originally done by Richard Hirst3). We

run all our Linux/m68k crates without hard disk (diskless).

The root disk is NFS mounted readonly. In addition there is

a RAM disk for /etc, /dev, /var and /tmp. This means crates

can be switched on/off without risk of losing data nor do we

have to do fsck’s. We have rewritten device drivers for all

our main VME cards. For many of them we subcontracted

the driver writing for the first version to Richard Hirst (later

Linuxcare). Maintenance and further development is now

done in house. Client programs communicate with the hard-

ware via the network using TACO/TANGO device servers

(cf. below). We use the GNU tools for compiling and de-

bugging (g++ and gdb).

2http://www.debian.org
3rhirst@sleepie.demon.co.uk
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EMBEDDED NETWORKED FRONT ENDS - BEYOND THE CRATE

Lawrence R. Doolittle, LBNL, Berkeley, CA 94720, USA

Abstract

The inexorable march of Moore’s Law has given engi-

neers the capability to produce front end equipment with

capabilities and complexity unimaginable only a few years

ago. The traditional standardized crate, populated with

off-the-shelf general-purpose cards, is ill suited to the next

level of integration and miniaturization. We have reached

the stage where the network protocol engine and digital

signal processing can, and should, directly adjoin the ana-

log/digital converters and the hardware that they monitor

and control.

The current generation of Field Programmable Gate Ar-

rays (FPGAs) is an enabling technology, providing flexible

and customizable hard-real-time interfacing at the down-

loadable firmware level, instead of the connector level. By

moving in the direction of a system-on-a-chip, improve-

ments are seen in parts counts, reliability, power dissipa-

tion, and latency.

This paper will discuss the current state-of-the-art in em-

bedded, networked front end controllers, and gauge the di-

rection of and prospects for future development.

1 THE CRATE AGE

For decades, CAMAC[1] and VME[2] crates have

formed the basis for new designs of accelerator front end

equipment. These designs still make a certain amount of

sense when 100% of the desired functionality can be as-

sembled using off-the-shelf boards.

Crates have their origin in the times when no single

board had, or could have, enough interface gear to run a

piece of equipment. It was reasonable to line cards up in

a crate to get enough digital inputs, digital outputs, analog

inputs, and analog outputs to meet the needs of a system.

As a natural consequence of Moore’s Law[3], the

amount of functionality available on a board has risen pro-

gressively. Last year’s system fits in today’s crate, last

year’s crate fits on today’s circuit board, and last year’s cir-

cuit board fits on today’s chip.

A side effect of this progression is that, for the fixed form

factor of a crate, the number of connection points to a board

is larger, so more wires are involved. To justify having the

large cost overhead of a crate, people are motivated to “fill

This work is supported by the Director, Office of Science, Office of

Basic Energy Sciences, of the U.S. Department of Energy under Contract

No. DE-AC03-76SF00098. The SNS project is being carried out by a col-

laboration of six US Laboratories: Argonne National Laboratory (ANL),

Brookhaven National Laboratory (BNL), Thomas Jefferson National Ac-

celerator Facility (TJNAF), Los Alamos National Laboratory (LANL), E.

O. Lawrence Berkeley National Laboratory (LBNL), and Oak Ridge Na-

tional Laboratory (ORNL). SNS is managed by UT-Battelle, LLC, under

contract DE-AC05-00OR22725 for the U.S. Department of Energy.

it up.” This in turn leads to unmaintainably large cable bun-

dles leading between each crate and patch panels that act as

antennas for crosstalk. The cables and patch panels are in-

evitably hand-wired and not self-checkable. Worse, from

a software perspective, is that unrelated systems are often

grouped in one control computer, aggravating problems of

coordination.

2 NETWORKED FRONT END CONCEPT

It’s always true that developing circuit boards (including

assembly, debugging, and calibration) is more expensive

than buying a ready-made board. Hand-wired transition

assemblies between the connectors as provided on ready-

made boards and those on the equipment that needs inter-

facing, however, is even more expensive and notoriously

unreliable. People therefore put such transition and signal

conditioning equipment on circuit boards. From there, a

slippery slope begins: the extra effort to add Analog/Digital

conversion chips to the board is fairly small, and places

complete control over the analog system performance in

the hands of the engineer. The resulting large, and difficult

to test, number of wires between conversion chips and the

control system logic can be managed by connecting them

directly to an FPGA. Finally, computer gear is sufficiently

small and well understood that it makes more sense to think

of the computer as an add-on to the custom hardware, than

vice versa. Each integration step reduces the number of

connectors, a perennial weak link in accelerator reliability.

It also reduces the number of unrelated clock domains.

The familiar block diagram of figure 1 represents in most

general form the resulting structure of modern control hard-

ware. The FPGA provides a consistent (and small) latency

digital feedback path between the ADCs (analog to dig-

ital converters) and DACs (digital to analog converters).

Different applications have varying requirements for the

speed, resolution, and channel count of ADC and DAC

hardware.

While analog electronics has not shrunk as dramatically

as digital, it has proved possible in many cases to simplify

the analog signal path by pushing functionality into the dig-

ital domain[4]. This is an important step in bringing down

the total hardware complexity, since the digital processing

involves no additional chips.

Low speed housekeeping hardware normally involves

at least a multi-channel ADC for power supply moni-

toring (including the current drawn by the FPGA core),

plus temperature and electronic serial number. Commu-

nication between the FPGA and such housekeeping hard-

ware normally takes place over bit-serial interfaces such as

SPI [5], I C [6], or 1-Wire [7]. While some might
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hardware.

While analog electronics has not shrunk as dramatically

as digital, it has proved possible in many cases to simplify

the analog signal path by pushing functionality into the dig-

ital domain[4]. This is an important step in bringing down

the total hardware complexity, since the digital processing

involves no additional chips.

Low speed housekeeping hardware normally involves

at least a multi-channel ADC for power supply moni-

toring (including the current drawn by the FPGA core),

plus temperature and electronic serial number. Commu-

nication between the FPGA and such housekeeping hard-

ware normally takes place over bit-serial interfaces such as

SPI [5], I C [6], or 1-Wire [7]. While some might

it solves: at GB/s rates, even workstation-class CPUs get

overloaded, so modern high speed NICs (network interface

cards) are evolving into dedicated network co-processors.

“The cheapest, fastest and most reliable components of a

computer system are those that aren’t there.”[13]

The flexibility and end-to-end integration of an FPGA-

based SOC make it plausible to use Ethernet with a hard

real time mind-set that is inconceivable using a CPU and a

conventional MAC. Frame preamble and header informa-

tion can be sent down the wire while results are still being

acquired from the hardware.

There is not necessarily any hardware difference be-

tween approaches A and B. Approach A is more likely to

work without the external memory chip, in part because of

its simpler scope.

5.1 Soft CPU Cores

When the CPU is built with the FPGA fabric, just like the

rest of the chip’s functionality, it is called a soft core. Many

such designs are published and/or sold, some of which are

listed here.

name source bits 4-LUTs MHz

PicoBlaze[14] VHDL 8 152 40

SLC1657[15] VHDL 8

gr0040[16] Verilog 16 257 50

xr16 schem 16 392 65

MicroBlaze[17] N/A 32 1050 75

NIOS-16[18] N/A 16 1100 50

NIOS-32[18] N/A 32 1700 50

LEON SPARC[19] VHDL 32 4800 65

Aquarius[20] Verilog 32 5506 21

or1k[21] VHDL 32 6000 33

None of these cores have an MMU (memory management

unit). The speeds (and, to a lesser extent, the 4-LUT count)

are only approximate since they depend on the speed and

capability of the underlying FPGA. A ‘N/A’ in the ‘source’

column indicates that the source is not published, limiting

the core’s utility in a research context.

The advantages of a soft core are more competition, va-

riety, and adaptability to the actual problem at hand.

5.2 Hard CPU Cores

When the CPU is built by the chip manufacturer on the

same die as the FPGA fabric, it is called a hard core.

CPU core chip bits MHz

PowerPC Xilinx Virtex-IIpro 32 250

ARM9 Altera Excalibur 32 200

80C51 Triscend 8

The first two of these designs include an MMU. Al-

though less customizable, these cores have theoretically

better cost/performance and speed-power product than a

soft core. In today’s FPGA generation, hard cores with

external SDRAM are probably required for type A SOC

implementations.

6 NETWORK CHOICES

At some point in the chain from hardware to operator,

standards (as published by sanctioned standards bodies) are

essential for communication between hardware built by dif-

ferent people at different times.

There are many historical standards for parallel bus at-

tachments of peripherals to computers: CAMAC (IEEE-

583), VME (IEEE-1014), VXI, GPIB (IEEE-488), SBUS

(IEEE-796), ISA/AT, ATAPI (ANSI NCITS 317-1998 and

later), PCI/cPCI. At the time of this writing, all are consid-

ered obsolete or dying, in many cases explicitly replaced

with a serial equivalent. PCI sees extremely wide use, but

is also very political, and many commercial interests ap-

pear eager to upgrade or replace it soon. Modern serial

buses include Ethernet (IEEE-802), Firewire (IEEE-1394),

Fibre Channel, USB, CAN (ISO 11898), SATA, and ATM.

Ethernet is both the oldest and most vibrant. It is in

the heart of the wireless storm. Power Over Ethernet[22],

which provides up to 13W for peripherals over the same

CAT5 cable as the network, is just taking off. Fiber and

twisted pair transmission speeds are set for another jump in

speed and/or availability. It’s very hard to imagine any dif-

ficulty connecting Ethernet-based gear to the Internet any-

time in the next two decades. The same cannot be said

about any of the other listed protocols.

With ubiquitous CAT5 cable, 100BaseTX and

1000BaseT Ethernet will reach 100m. On a fiber

physical layer, 100BaseFX in full-duplex mode will reach

2000m, and 1000Base-LX on a single mode fiber will

reach 3000m[23].

While not normally thought of as a hard-real-time link,

point-to-point Ethernet does have deterministic latency.

Direct links between networked front ends could take ad-

vantage of that to implement wide-area feedback and inter-

locks.

7 FIELD PROGRAMMING

FPGAs are an enabling technology. Their reconfigura-

bility is an essential feature, allowing bugs to be fixed and

features to be added to the hardware at a later date. This

flexibility comes with a hardware price: some means of

“booting” or “configuring” the FPGA must be included,

and (to avoid losing the very feature that is so attractive)

a mechanism must be included to make that configuration

remotely updatable. When a conventional networked com-

puter is part of the equation, the solution can be relatively

easy: connect four JTAG leads to the computer’s general

purpose port, and have the FPGA activate only after the

computer goes on line. This avoids dedicated Flash mem-

ory chips and all other hardware and software complexi-

ties. Normal software configuration control can place new

FPGA configurations on a network server, where it will

take effect on the next chassis reset or power cycle.

When interlocks are implemented with an FPGA,

the equation changes: it has to be treated as a non-

programmable device, and changes in functionality have
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DAQ Architecture - Future

Detector

Front end

ADC

Buffer memory

Event builder

and selector

clock

Provides absolute 

time scale

Self triggered 

digitization

Each hit transported as

Address/Timestap/Value

Compensates 

builder/selector latency

Dead time 

free

Practically 

unlimited size

Max. latency uncritical

Avr. latency relevant

Use time correlation of 

hits to define events.

Select and archive.

Self-triggered Data Push Architecture

15 - 16 November 2002 CBM Experiment R&D Coordination Meeting 8

Planned Experiments with SDPA

! AGATA (Advanced Gamma Tracking Array)

" 190 Ge detectors – 6780 channels

" 300 kHz events/sec @ M=30

" ~ 1 GB/sec into reconstruction farm

! BTeV (Charm & Beauty Decays at FNAL)

" 2.2*107 pixel + RICH + ECAL + ….

" 7.6 MHz bunch crossing

" ~ 1 TB/sec into L1 buffer memories

" L1 trigger on displaced vertices

Completion

~2008

Completion

~2007

DC beam

Bunched 

beam
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Crates and Backplanes

! Trend: use serial point-to-point links
• Parallel `shared media’ busses obsolete

• Look for serial backplane fabrics

! Backplanes: What’s available today/tomorrow ?

" PICMG 2.16: C-PCI + dual 1G Ether star

" PICMG 2.17: C-PCI + 4*622 Mbps star

" PICMG 2.20: C-PCI + 2.5 Gbps mesh

" VITA 41 (VXS): VME + 4*10 Gbps dual star 

! What’s in the pipe ?

" ATCA (Advanced Telecommunications Computing Architecture)

• Base Interface: dual 1G Ethernet star

• Fabric Interface: 8*10 Gbps star or mesh

availableavailable

Infiniband 

over P0 conn.

2.16+2.20

announced

10 Gbps 

SERDES in 

CMOS


