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Hi David,

Since March, slurm is in production, 
but both systems are still running 
in parallel, so adding the stats is 
a bit more complicated. Please take 
the information that you find 
useful.

Here are the latest numbers between 
Feb 23 and today:



NERSC = National Energy Research Scientific Computing center

● Division of Lawrence Berkeley National Lab (LBNL)

● Managed by Univ. of California for DOE

● Multiple large systems, but CORI* is the system we 

use:

○ Cray XC40 ~206k full cores (Haswell equivalent)

■ Cori I:   Haswell
● 2,388 Intel Xeon Haswell processors
● 76.4k full cores
● 32 full cores + 32 logical cores/node

■ Cori II:  KNL

● 9,688 Intel Knight’s Landing (KNL)

● 659k full cores (=129k Haswell equivalent) 
● 68 full cores + 214 logical cores/node

 *Cori named in  honor of American biochemist Gerty Cori, the first American woman to win a Nobel 
Prize in science and the first woman ever to win a  Nobel Prize for Physiology or Medicine

JLab SciComp Farm  ~10.5k full cores
● 292 nodes
● ~8k full cores (SciComp only)
● 160 older nodes(~2.5k full cores) donated 

from and shared with HPC
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SEMINAR Wed. 5/15 in 
F224-225 @ 11:00am

(oops, you missed it!)
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NERSC AY2019 Request     GlueX DocDB  3793, 3796, 3821
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includes estimate of needs for AY2019

enough for 80% of Spring 2018 
data if done completely on KNL

(more on that later)



Integrated Jobs vs. Time
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batch01 : 11 days batch02 : 13 days

batch04 : 20 daysbatch03 : 28 days

RED: Raw data input file transferred to NERSC and job submitted
BLUE: Job started at NERSC
BLACK: Job finished and all output files transferred back to JLab



Instantaneous Running jobs vs. Time
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batch01 batch02

batch04batch03

RED: Running jobs at NERSC
BLUE: Queued jobs at NERSC
MAGENTA LINE: 400 jobs



Job Latency in NERSC Queue Before Starting
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batch01 batch02

batch04batch03

MAGENTA LINE: 10 hours



ESNet data transfer rates to/from NERSC
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batch01 batch02 batch03 batch04

G
b

its

4.0

4.0

● Currently have 10Gbit connection
● Will activate second 10Gbit connection this summer
● Proposed 100Gbit upgrade in 2020 or 2021

3Gbps 2.5Gbps 0.9Gbps 1.2Gbps

● Anti-correlation observed between transfer rate and Lustre usage
● Test done using OSG16 node, disk speed an issue (longer story, ask Thomas)
● New DTN (Data Transfer Node) being configured with SSD disks for test
● Currently: 10% of files go through OSG node and 90% via cache(=Lustre)



Burning through the allocation ...
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                             used:   63.0%  of allocation

batches01-04:   50.7%  of data

https://halldweb.jlab.org/wiki-private/index.php/Spring_2018_Dataset_Summary

completed

ongoing

KNL for all batches will use entire allocation after batch 6 
(i.e. only 80% of data processed)

Switch to Haswell for batches 6 & 7 will allow 100% to be 
done at NERSC



NERSC User’s Group Executive Committee
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Other Computing Facilities

Pittsburgh Supercomputing Center (Bridges)

● 752 RSM nodes (128GB, 28 cores (no hyperthreading)), ~21k cores

●  ~4k cores on higher end computers with large memory

Indiana University:

● Big Red II: ~1k nodes, ~22k cores

● Corbonate: 72 nodes, ~1.7k cores

● Karst: 256 nodes, 4k cores

OSG ?
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Proposal to XSEDE for PSC (Pittsburgh Supercomputer Center)
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Allocation Request:
● 7.65M SU on PSC RSM
● 34TB storage

where:
SU = Standard Units
RSM = Regular Shared Memory (128GB)

➢ Each 20GB file will require 130 SUs to 
process

➢ 7.65M SU required for one 
reconstruction pass over 2018-08 
data



Performance Testing on Bridges at PSC
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Each node has:
➢ 128 GB RAM
➢ 2 Intel Haswell (E5-2695 v3) CPUs; 14 cores/CPU; 2.3 - 3.3 GHz



Summary

● First recon launch at NERSC for 2018-01 data underway and progressing slower 
than first anticipated due to transfer rates offsite
○ If rate no improvement made, Spring 2018 data processing will take to the end 

of June
○ May run one batch at JLab

● NERSC Allocation for 2019 only ⅓ of request and made worse by using only KNL

● XSEDE Proposal submitted for PSC (access should come in July)
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Backups
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NERSC Allocation Award for GlueX 2019
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About ⅓ of request

Inquiry made



NERSC Allocation Award for GlueX 2019
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Dear David,

Thank you for your e-mail.  As you may guess, I had to deal with a number of very large requests 
(including yours), in the face of limited resources.  My strategy was (following the previous program 
manager) to approve small requests and progressively decrease the fraction allocated to larger and 
larger requests.  Even after the reduction, allocation for repo m3120 is in the top 10% by size.  
 
 I am sure you are familiar with NERSC's business model, meaning that more resources may become 
available throughout the year.  When the need arises, you may request (smaller) additional allocations.
 
 Feel free to contact me a call if you have any questions.
 
 Best regards,
 
 George



Other Issues

NERSC

● Jobs at NERSC tend to be tens of nodes for tens of hours
● Scheduler works (mainly) on job units rather than core-hours which can 

sometimes block our jobs
● Recommendation was for us to bundle jobs and/or use checkpointing
● Bundling is complicated and would block us if there are “holes” we’d 

otherwise fit into

OSG

● Single core jobs
● Require splitting existing jobs to smaller pieces and merging outputs
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How fast we can process 2018-01 Data

● Transfer of 1.5PB over 10Gbps transfer link would take ~2.5 weeks for one pass
○ Factor 2 compression of data may cut this in half

● One 20GB file job takes ~3 hours = 1.9MB/s

● With 10Gbps offsite bandwidth we can process up to 526 (uncompressed) files 
continuously

● Realistically, we may only have ~60% of that bandwidth now, but may have x10 as much 
in 2020
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               GlueX Computing Model
               RunPeriod-2018-08.xml
==============================================
                 PAC Time: 4.3 weeks
             Running Time: 8.6 weeks
       Running Efficiency: 44%
  --------------------------------------
             Trigger Rate: 45.0 kHz
     Raw Data Num. Events: 87.2 billion (good production runs only)
     Raw Data compression: 1.00
      Raw Data Event Size: 11.5 kB 
  Front End Raw Data Rate: 0.53 GB/s 
       Disk Raw Data Rate: 0.53 GB/s 
          Raw Data Volume: 1.209 PB 
     Bandwidth to offsite: 460 MB/s (all raw data in 1 month)
      REST/Raw size frac.: 15.00%
         REST Data Volume: 0.511 PB (for 2.82 passes)
   Total Real Data Volume: 1.7 PB
  --------------------------------------
        Recon. time/event: 182 ms (5.5 Hz/core)
           Available CPUs: 10000 cores (full)
          Time to process: 5.2 weeks (all passes)
        Good run fraction: 0.85
   Number of recon passes: 2.0
Number of analysis passes: 2.82
       Reconstruction CPU: 8.8 Mhr
             Analysis CPU: 0.911 Mhr
          Calibration CPU: 2.1 Mhr
   Offline Monitoring CPU: 3.5 Mhr
            Misc User CPU: 8.2 Mhr
        Incoming Data CPU: 0.192 Mhr
      Total Real Data CPU: 23.7 Mhr
  --------------------------------------
       MC generation Rate: 25.0 Hz/core
      MC Number of passes: 2.0
      MC events/raw event: 0.40
           MC data volume: 0.145 PB  (REST only)
        MC Generation CPU: 0.8 Mhr
    MC Reconstruction CPU: 3.5 Mhr
             Total MC CPU: 4.3 Mhr
  ---------------------------------------
                   TOTALS:
                      CPU: 28.0 Mhr
                     TAPE: 1.9 PB




