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The ABC of GDH

• GDH = Gerasimov, Drell, Hearn (1966)

• Relates difference ∆σ ≡ σ3/2−σ1/2 ≡ σP−σA of spin-dependent total
photo-production XS to anomalous magnetic moment κ and mass M
of arbitrary particle:

IGDH =
Z ∞

ν0

σ3/2(ν) − σ1/2(ν)
ν

dν = 4π2α S
κ2

M2

• Fundamental QFT statement; valid for any spin S ... but:

▷ RHS for proton/ neutron known to ∼ 8 digits:
Ip
GDH ≈ 205 µb, In

GDH ≈ 232 µb

▷ ∆σ for p (n) known at few % level,
but only to ν = Eγ ≈ 2.9 GeV (2 GeV)

▷ ∆σ at large ν unknown;
domain of Regge theory

▷ 1/ν weight emphasizes threshold region,
ν0 ≥ mπ(1 + mπ/2MN) for p/n,
thus sum rule saturated by ν ≈ 3 GeV (?)

Q
2

ν

x=1 (elastic)

x=0.5
pQCD

x=0.2

partons

χPT
Regge theory

NLO QCD

DIS

resonance region

effective
models

sum rules in ν 2at Q =0

sum rules in x at high Q2

Drechsel, Tiator, Annu. Rev. Nucl. Part. Sci. 54, 69 (2004)
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GDH: why the question mark

• Unpolarized “sum rule” (for σtot ≡ σ3/2+σ1/2 ≡ σP+σA on p/n):Z ∞

ν0

�
σ3/2(ν)+σ1/2(ν)

�
dν = −πα

MN

▷ LHS > 0, RHS < 0 (?)
▷ Divergent integrand (?)
▷ Pomeron exchange (1961)

Regge parameterization of the XS,
good up to s = MN(MN +2ν) ≈ (250 GeV)2:
σtot = (129 s−0.4545 + 67.7 s0.08)µb

▷ If
R

σtot(ν) dν is divergent, what are
the implications for the convergence
of

R
(∆σ(ν)/ν) dν and asymptotic

behaviour of ∆σ(ν)?

▷ ∃ several considerations why the sum
rule may need to be modified
Pantförder, arXiv:hep-ph/9805434

Strakovsky++, PRC 105, 045202 (2022)
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Measurements of ∆σ ̸= evaluations of the GDH integral

• Threshold region important due to 1/ν weight ⇒ extrapolation
(Use models like MAID/SAID: both give Ip

GDH(ν ≤ 0.2 GeV) ≈ −28 µb)

• Phenomenological input for high-ν
• MAMI, ELSA: 0.2 GeV ≤ ν ≤ 2.9 GeV (p), 0.2 GeV ≤ ν ≤ 1.8 GeV (n)

“Typical results” (proton) + standard problem near threshold:
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two spin configurations gives important information for
multipole analyses in the resonance region and for pa-
rameters of Regge models in the higher energy regime.
The GDH integrand of the left-hand side of Eq. (1) was
determined at two electron accelerators. While we have
measured photon energies from 0.2 to 0.8 GeV at MAMI
(Mainz) [6–8], we have covered the range from 0.68 to
2.9 GeVat the electron stretcher accelerator facility ELSA
(Bonn). Results from 0.68 to 1.8 GeV have been published
recently [9]. In this Letter we present the helicity depen-
dence of the total photoabsorption cross section differ-
ence for the proton from 1.6 to 2.9 GeV. In total, we have
covered experimentally the energy range from the reso-
nance region up to the onset of the Regge regime broad
enough to reliably support the validity of the sum rule for
the first time.

II. Experimental setup at ELSA.—Our priority objec-
tive was to verify the GDH sum rule by measuring the
total photoabsorption cross section difference ���� �
�3=2��� � �1=2��� as a function of the photon energy, �,
with a minimum systematic error. The full experimental
setup has been described previously [9] and only a main
outline is given here.

The typical polarization of the electrons extracted
from ELSA was 60% [10,11]. It was continuously mea-
sured by the GDH-Møller polarimeter [12]. Circularly
polarized photons with energy, �, and polarization,
Pcirc��; Eo�, were produced from electrons with energy,
Eo, via bremsstrahlung in our tagging system [13]. We
used three primary electron energy settings (2.4, 2.9, and
3.0 GeV) to cover the photon energy range from 1.6 to
2.9 GeV. Active collimators [14] in the photon beam line
were used as a veto to eliminate low energy photon back-
ground produced by the collimation process. The photon
flux was deduced using the photon definition probability,
P����, which we measured with a lead glass detector and
the active collimators [15]. Typical values were 75% at
2.4 GeV and 80% at 3.0 GeV. The photon beam position
was monitored by a photon camera [16]. Longitudinally
polarized 1H target nuclei of polarization, Pt, and of areal
density, ft, were provided within a horizontal dilution

refrigerator using frozen-spin butanol as target material
[17,18]. The GDH detector [19] measures the total photo-
absorption cross section inclusively with almost complete
acceptance. Therefore, no extrapolation technique has to
be applied in the data analysis. Electromagnetic back-
ground is suppressed by a threshold CO2-Čerenkov detec-
tor. Dead time effects in the electronics, due to random
coincidences between the tagging system and the vetos,
were measured precisely and were of the order of 20%.We
determined unpolarized cross sections of Be, C, and
�CH2�n prior to and during the main experiment [15,20]
confirming that the whole setup was operational and that
the analysis procedure is reliable.

III. Data analysis and systematic errors.—The cross
section difference ���� is obtained in the analysis by

�3=2��� � �1=2��� �
Y3=2��� � Y1=2���

P����ftPtPcirc��; Eo�
: (2)

The hadronic yield, Y3=2;1=2���, is determined by the
hadronic count rate of the GDH detector in each spin
configuration and is normalized to the electron flux. Only
very low energy electrons and positrons produced by
untagged photons cannot be identified by hardware. How-
ever, in the analysis these background events can be sup-
pressed by their random character and their lower energy
deposition compared to hadronic events. The application
of an energy threshold minimizes their effect on the sta-
tistical error. The maximum values of the energy cuts
tolerable were determined such that within an error of
0.7% no changes in the unpolarized cross sections were
observed. This error has been accounted for as systematic
[15]. The contributions to the systematic error with
respect to ���� are listed in Table I. The total systematic
error is obtained by summing all contributions in
quadrature.

IV. Results and discussion.—Figure 1 shows our results
for the doubly polarized total cross section difference for

TABLE I. The different contributions � to the total system-
atic error ���3=2 � �1=2� for the three primary energies Eo.

Primary energy Eo 2.4 GeV 2.9 GeV 3.0 GeV

Hadronic yield
� (energy cuts) �0:7% �0:7% �0:7%
� (veto dead time) �0:5% �0:5% �0:6%
Target
��ft� �2:3% �2:3% �2:3%
��Pt� �1:3% �1:3% �2:4%
Photons
��P�� �1:1% �1:7% �1:8%
��Pcirc� �2:3% �3:6% �4:4%

Total ���3=2 � �1=2� �3:8% �4:9% �5:8%
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FIG. 1. Doubly polarized total cross section difference for
the proton, ����, above the second resonance compared to
two versions of the model of Ref. [21]. Errors are statistical
only.

P H Y S I C A L R E V I E W L E T T E R S week ending
16 JULY 2004VOLUME 93, NUMBER 3

032003-2 032003-2

Ahrens++, PRL 87, 022003 (2001) Dutz++, PRL 93, 032003 (2004)

4



Measurements of ∆σ(ν), the grand total

Other measurements exist, e. g. CLAS g9 (JLab @ 6 GeV): 1–π contrib
up to 2 GeV, 2–π contrib up to 3 GeV, under analysis, etc. etc.

Extractions of the neutron ∆σ from d, 3He etc. require subtractions
depending on the target, e.g. LiD: ∆σ d,n(ν) = corr(ν)∆Y LiD − gd,n∆σ p(ν)
and involve theoretical assumptions

The (unmeasured) high-ν region is interesting in its own way
in spite of the 1/ν weight ... more on this later

All experiments
combined
and rebinned
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(Some) JLab experiments on spin SRs, spin polarizabilities etc.

• Hall B: EG1a
gp

1 down to Q2 = 0.15

• Hall A: E94–010 (Cates, Chen, Meziani)
g

3He
1 (x, Q2), g

3He
2 (x, Q2), Γ

3He
1 (Q2), ...

=⇒ n
• Hall A: E97–110 (Chen, Deur, Garibaldi) — “small-angle GDH/n”

Γ
3He
1 (Q2), I

3He
T T (Q2), γ

3He
0 (Q2), ...

=⇒ n
• Hall B: EG4 / E03–006 (Ripani, Battaglieri, Deur, de Vita) — “small-angle GDH/p”

Γ p
1 (Q2), Ip

T T (Q2), γp
0 (Q2), ... at low Q2

• Hall B: EG4 / E05–111 (Deur, Dodge, Ripani, Slifer)
Γ d
1 (Q2), Id

T T (Q2), γd
0 (Q2), ... at low Q2

=⇒ n
• Hall A: E08–027 (Camsonne, Chen, Crabb, Slifer)

gp
1 (x, Q2), gp

2 (x, Q2), Ip
T T (Q2), ... at low Q2 (only one Q2 point for Ip

T T )

All these observables can be related to the GDH integral in one way or another ...
... here is just one example =⇒
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Generalized GDH sum rule (Q2 ̸= 0) CLAS EG4 (2006)

Γ p
1 (Q2) =

Z 1−

0
gp

1 (x, Q2) dx → −
Q2κ2

p

8M2
as Q2 → 0

• GDH sum given by the slope of Γ p
1 (Q2) at Q2 = 0

• Proton target, very low Q2: proton
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▷ W ≥ 1.15 GeV (avoid elastic tail)

▷ Used parameterization of previous data
to evaluate contributions from the low-x
region (down to x ≈ 10−3) and the high-x
region (from Wthr up to 1.15 GeV)

▷ Offers unique test of χEFT

Zheng++, Nat. Phys. 17, 736 (2021)

Bernard et al.

GDH slope

Burkert et al.

Soffer et al.

Parameterization

This work (full integral)
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Fersch et al. (full integral)0.08
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The slope of Γ p
1 (Q2) -→ the value of Ip

T T (Q2) at Q2 = 0

Recall:
8π2α

M2
IT T (0) = −2π2ακ2

M2
= −IGDH

• EG4 result on proton:

Ip,EG4
T T (0) = −0.798 ± 0.042

Ip
T T (GDH) = −1

4κ2
p = −0.804 . . .

Ip
T T (MAMI = −0.832 ± 0.023 ± 0.063

(from photo-production)

• Issue of Q2 → 0 extrapolation:
Manifestly Lorentz-invariant BχPT
vs. heavy-baryon frameworks

• Even more pertinent (and drastic) in
the case of generalized longitudinal
spin polarizability Zheng++, Nat. Phys. 17, 736 (2021)

Alarcon++, PRD 102, 114026 (2020)
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Running GDH integral Z ν

ν0

∆σ(ν′)
ν′ dν′
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Contributions below 0.2 GeV: ≈ −28 µb (proton), ≈ −41 µb (neutron)
Red points (not really at ν = 10!): from generalized GDH integral at Q2 → 0
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The GDH integrand in the Regge framework

s-dependence of real/virtual polarized photo-absorption:

∆σ =
"

Ic1sαa1−1 + c2sαf1
−1 + c3

log s
s

+ c4

log2 s

#
F(s, Q2)

I = ±1 = p/n isospin factor, αa1, αf1 = intercepts of a1 and f1 Regge trajectories
For Q2 = 0, log terms negligible, F(s, Q2) simplifies to a constant → absorb in c1, c2 =⇒

∆σ = Ic1sαa1−1 + c2sαf1
−1

c1 = (−34.1 ± 5.7) µb, αa1 = 0.42 ± 0.23, c2 = (209.4 ± 29.0) µb, αf1 = −0.66 ± 0.22

Decompose κp, κn into iv/is components, κp = (κs + κv)/2, κn = (κs − κv)/2

=⇒ κ2
p,n = 1

4κ2
s ± 1

2κvκs + 1
4κ2

v

Split the GDH sum rule accordingly (Iss
GDH, Ivv

GDH, and Ivs
GDH)

=⇒ Ivs
GDH =

Z ∞

Ethr
γ

�
σ vs

3/2 − σ vs
1/2

� dEγ

Eγ
= 1

2κvκs
2π2α

M2

Since κ2
p − κ2

n = κvκs, the isovector GDH sum rule amounts toZ ∞

Ethr
γ

∆σp−n

Eγ
dEγ = 2Ivs

GDH ≈ −27.5 µb
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Isovector GDH sum rule à la Regge

In Regge theory, ∆σp−n is driven by the a1 trajectory alone:

∆σ Regge
p−n = 2c1sαa1−1

SAID MA19 (1π )

MAID 2007 (1π )

Regge (additive)

←- GDH prediction
(−27.5 µb)

Strakovsky++, PRC 105, 045202 (2022)

=⇒ Understanding the magnitude and sign of αa1 is important

=⇒ “REGGE” — JLab Experiment E12–20–011
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New GDH effort: “REGGE” — JLab Experiment E12–20–011
(M. M. Dalton, A. Deur, SŠ, J. Stevens)

• ∆σ at high ν unknown

• High ν = domain of Regge theory

• If the GDH sum rule failed, it would
happen at high ν (not in the low-ν
region, even if it dominates in the sum)

Strategy:

▷ Measure on both proton and neutron
(deuteron) to allow for isospin separation
Regge: is/iv contributions to ∆σ come from
different meson families: f1(1285)/a1(1260)

▷ Extend energy coverage: 3 < ν < 12 GeV

▷ Hall D @ JLab ideally suited for this study
cross-check with MAMI/ELSA at ν < 3 GeV would be nice,
but invasive to other Halls

▷ Measure yield difference ∆Y (ν) = N+ − N−
-→ make sure ∆σ(ν)/ν decreases rapidly enough
-→ investigate the power-law behavior of ∆σ(ν),

i.e. establish b in ∆σ(ν) = aνb

(▷ Determine absolute ∆σ(ν): later)
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“REGGE” — JLab Experiment E12–20–011

Setup:

• Circularly polarized tagged photon beam
Generated by electrons from CEBAF with Pe ≈ 80 % on amorphous radiator
Increasing Pe at large ν compensates the decrease in bremsstrahlung flux and XS

• Longitudinally polarized target: (a new) FROST
Chosen against HDice (= does not allow extension to polarization of heavier nuclei)
Dynamical nuclear polarization on butanol (C4H9OH), p and d polarizations up to 90 %
Desired sustainable flux: ≈ 108/s or more
Dilution (and other unpolarized backgrounds) cancel:
(N+ + N0) − (N− + N0) = N+ − N−

• Large solid angle detector
FCal (with PbWO4 upgrade), BCal: 0.4◦ to 145◦ polar, 2π azimuthal coverage
Unpolarized XS ≈ 120 µb =⇒ DAQ rate ≈ 33 kHz on H-butanol, ≈ 40 kHz on D-butanol

+ target window + EM backgrounds

• Note: solely to establish the fall-off of ∆σ(ν)/ν , the ν-independent
normalization factors (flux, ρt, Pe, Pt,

R
∆Ω) are irrelevant
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“REGGE” — Expected results

proton neutron (from deuteron)
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“REGGE” — Isospin decomposition

Based on the substraction ∆σn = ∆σd/(1 − 1.5ωD) − ∆σp
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(Select) motivation for “REGGE”

• Access Compton physics without
resorting to dedicated Compton
setup

• Relation of ∆σ to spin-dependent
Compton amplitude g:

Im g(ε) = ε
8π

�
σ3/2 − σ1/2

�
• Access to the real part via DR:

Re g(ν) = 2ν
π

P
Z ∞

0

Im g(ε)
ε2 − ν2

dε

=⇒ Extend Re g—Im g “symbiosis”
cross-check to beyond 10 GeV
(sixfold energy range)
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Hagelstein++, Prog. Part. Nucl. Phys. 88, 29 (2016)
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(Select) motivation for “REGGE”

• If both Re g and Im g are known precisely enough (and given f ,
the unpolarized amplitude, which is well measured), one can determine
the differential XS and the beam-target asymmetry in the fwd direction:

dσ
dΩ

����
θ=0

= |f |2 + |g|2 , Σ2z|θ=0 = −2Re (f g∗)
|f |2 + |g|2

• Σ2z = ∆σ/σtot provides information
on (all four) spin polarizabilities;
very sensitive to chiral loops

=⇒ Reduce uncertainties of Σ2z
by precise measurements
of ∆σ(ν) at high ν 0.0 0.5 1.0 1.5 2.0
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Hagelstein++, Prog. Part. Nucl. Phys. 88, 29 (2016)
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(Select) motivation for “REGGE”

• Regge: ∆σp−n driven by the a1 trajectory:

∆σ Regge
p−n = 2c1sαa1−1

• Conflicting determinations:

αa1

DIS fit (approx. values) 0.45
Photo/electro-production fit 0.31 ± 0.04
Regge expectation −0.34

• Problem: a1(1260) is the only IG(JPC) = 1−(1++) meson to form
a “trajectory”, while the second candidate, the a1(1640), has been
omitted from the PDG Summary Tables (needs confirmation)

=⇒ A precise measurement of ∆σ at high ν for both proton and neutron
targets would help to remove this uncertainty. -→ Note: the intercept
is given by

αa1 = 1 − α′m2
a1

where α′ = 1/(2πσ) ≈ 0.88 GeV−2 and σ is the string tension
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(Select) motivation for “REGGE”

• Explore transition between polarized DIS and diffraction regimes

• Diffractive scattering a diquark picture

high Q2 not so high Q2 low Q2
➿
➿
➿
➿
➿

e-

�e-

q
q

P

➿
➿
➿
➿

➿
➿
➿
➿
➿

➿
➿
➿

➿➿➿

g g g

ɣ*

ℙ (unpolarized)  
or  

ℝ (polarized)

ɣ* � � �➿ ➿ ➿ ➿ ➿ ➿

� �

P

• Other mechanisms exist, connecting to DIS parton model, e. g.

➿➿➿➿➿

e-

�e-

q

q

P

g

ɣ* ɣ* �

➿➿➿➿

• Doubly-polarized e⃗–p⃗ scattering filters out P exchanges to reveal
non-singlet R exchange =⇒ relevant to EIC
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(Select) motivation for “REGGE”

• Polarizability correction to hyperfine splitting in hydrogen

EHFS(nS) =
�
1 + ∆QED + ∆weak + ∆structure

�
EFermi(nS)

∆structure = ∆Z + ∆recoil + ∆pol

Relative uncertainties of the three terms: 140 ppm, 0.8 ppm, 86 ppm, respectively
vs. precision of forthcoming PSI measurement of EHFS: 1 ppm

“REGGE” can contribute to the uncertainty reduction of ∆pol:

∆pol = αme/µ

2π(1 + κ)M
[δ1 + δ2]

δ1 = 2
Z ∞

0

dQ
Q

 
{· · ·} + 8M2

Q2

Z x0

0
dx g1(x, Q2){· · ·}

!
The GDH integrand at general values of ν and Q2:

∆σ(ν) = −8π2α
MKγ∗

 
g1(ν, Q2) − Q2

ν2
g2(ν, Q2)

!
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Work in progress: “REGGEoN” — JLab LOI12–23–004
(M. M. Dalton, A. Deur, SŠ, J. Stevens)

REGGEon == REGGE on Nuclei

Magnetic moment of particle with charge e0Q, mass M and spin S⃗:

µ⃗ = e0

M
(Q + κ)S⃗

Dirac anomalous

For a nucleus of mass M ≈ AMp and charge Ze0:

µ⃗ ≈ e0

AMp
(Z + κ)S⃗ =⇒ κ = A

2|S⃗|
µ

µN
− Z

=⇒ Compute κ for all stable nuclei with non-zero spin

=⇒ Compute the static part of the GDH sum

21



“REGGEoN” — Photo-disintegration vs. photo-production

The GDH integral for a nucleus has contributions from the whole
photo-absorption spectrum:

(Note: no data on the polarized XS, ∆σ , exist for A > 3!)
Region below π threshold: dominated by properties of nucleus
Region above it: dominated by properties of nucleons

(coherent photo-production: small)

Example: 7Li
�

JP = 3
2

−�
: polarization carried by single 1p3/2 nucleon

Ip∗
GDH ≈ 270 µb, Ip

GDH = 204.78 µb, I
7Li
GDH = 83.4 µb
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“REGGEoN” — Modification of properties of bound nucleons

A nucleon in the nuclear medium will be modified
=⇒ modification of both sides of the nucleon sum rule

Bass, Acta Phys. Pol. B 52, 42 (2021)

Bass++, Eur. Phys. J. A 59, 238 (2023)

Static side: guidance for κ∗, M∗ from QMC model:

M∗
N

MN
≈ M∗

∆
M∆

≈
 

1 − 0.2
ρ
ρ0

!
,

κ∗
N

κN
≈

 
1 + 0.1

ρ
ρ0

!
, ρ ≪ ρ0

Typical QMC predictions (depending on bag radius):

M∗
N(ρ0)
MN

≈ 0.9 ,
κ∗

N(ρ0)
κN

≈ 1.05 =⇒
 

κ∗(ρ0)
M∗

N(ρ0)

!2, �
κ

MN

�2

≈ 1.3

Saito++, Prog. Part. Nucl. Phys. 58, 1 (2007)

Dynamic (integral) side: modification of the integral due to in-medium
shifts of resonance masses “probed” by the 1/ν factor in the integrand

▷ “large” effect for ∆(1232), 1/ν ↔ 1/M∗
∆

▷ small effect for D13(1520), S11(1535), ... (?)
▷ 3rd resonance region + Regge domain: situation unclear:

+18 µb − 15 µb for proton vs. +16 µb − 89 µb for neutron
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“REGGEoN” — Candidate nuclei

Jπ µ κ M IGDH

1H 1
2

+
2.793 1.793 0.9383 204.8

2H 1+ 0.857 −0.1426 1.875 0.6484
3He 1

2

+ −2.128 −8.383 2.808 499.9
7Li 3

2

−
3.256 4.598 6.532 83.39

13C 1
2

−
0.702 3.131 12.11 3.753

17O 5
2

+ −1.894 −14.44 15.83 233.4
19F 1

2

+
2.628 40.94 17.69 300.5

• Choice will depend on target feasibility / FOM / other considerations
• The strongest candidate is 7Li:

▷ Also the subject of unpolarized (E12–10–008) and polarized
(E12–14–001: Q2 > 1 GeV2) EMC experiments at JLab

▷ A GDH measurement will provide the Q2 → 0 limit ...
▷ ... and help to establish which of the two competing explanations

of the EMC effect (MF or SRC) is most likely
• Low-ν part (up to ≈ 3 GeV) at ELSA?
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Conclusions

• Running GDH integral sort-of converges for proton ...
... but not at all convincingly for neutron
▷ Threshold (low-ν) issues
▷ High-ν (“Regge”) concerns
▷ Imbalance of sum rule saturation in terms of

single-π vs. all other channels (p vs. n, GDH vs. GGT)

• Reasonable agreement of real-γ results with extractions
from e-scattering experiments extrapolated to Q2 = 0
▷ Understanding of IGDH(Q2 → 0), γ0(Q2 → 0), Γ1(Q2 → 0) etc.

not at the same level

• New approved experiment: REGGE in Hall D @ JLab
to study the high-ν behavior of ∆σ

• JLab Letter of Intent (June 2023): REGGEoN (= REGGE on Nuclei)

25



Spare slides
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Measurements of ∆σ

The threshold region is very important due to 1/ν weight
=⇒ Use models like MAID/SAID: both give Ip

GDH(ν ≤ 0.2 GeV) ≈ −28 µb

• Low-ν accessible at facilities like
LEGS (BNL): 0.2 GeV ≤ ν ≤ 0.4 GeV ...

tainties in target polarization vary between data groups,
depending upon potential nonhomogeneities following
RF manipulations and on transfer losses between cryostats.
Error propagation has been studied with Monte Carlo
and result in a 5.1% uncertainty in the integrated spin
difference. The total systematic uncertainty in GDHðpÞ is
then 6.3%.

The �0 contribution to the running GDH integral for the
proton is plotted against the upper limit of integration in
Fig. 4 (third panel from top). From 200 to 420 MeV, our
integrated result is 125:4� 1:7ðstat:Þ � 7:9ðsyst:Þ �b.
Integration of the Mainz data over the same interval gives

142:9� 5:4ðstat:Þ � 6:8ðsyst.Þ �b [19]. This difference of
�17:5 �b appears to originate from a limited energy
range. Applying this correction to the full Mainz+Bonn
result, together with the �28 �b contribution from ener-
gies below 0.2 GeV, would bring their GDH(p) total down
to 208� 6ðstat:Þ � 14ðsyst.Þ �b, where we have combined
the systematic uncertainties from both experiments in
quadrature. This is to be compared with 204 �b for the
right side of Eqn. (1) and removes the need for additional
canceling contributions.
The integrated spin difference for �� production from

the deuteron is shown in the bottom panel of Fig. 4. These
are somewhat lower than the Mainz results of [9] and
considerably more precise. The calculation of [18] is
shown as the solid curve. While certainly in proximity to
the data, further theoretical work will be needed to address
the discrepancies which are largest in the �� channel (see
Fig. 2 as well).
In summary, while our �þ data from polarized H agree

with Mainz, near the peak of the � our measured angular
distributions of �� spin differences fall faster at forward
angles than the distributions assumed in Mainz analyses in
lieu of direct measurements. Consequently, our �� contri-
bution to Eqn. (1) is 18 �b less than the Mainz result and
suggests that any remaining high-energy Regge tails must
be quite small. Our results for polarized D are lower than
Mainz data and have considerably smaller uncertainties.
The data are also lower than recent deuteron calculations
and point to the need for additional theoretical work to
understand the GDH(D) convergence.
This work was supported by the U.S. Department of
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FIG. 4 (color). Total �þ and �� spin-difference cross sections
for polarized H (top two panels) and for �� production from
polarized D (bottom). Open (red) crosses result from an angle
integration of the differential spin difference (�� crosses are
shifted by þ3 MeV for clarity). Solid (red) circles result from
counting �’s in the detector, using the measured angular depen-
dences in a simulation to correct for varying efficiencies. Mainz
results, using the latter method, are shown as open diamonds
[9,19]. The �� contribution to the running GDH(p) is plotted
in the second to bottom panel against the upper limit of integra-
tion. Black and green curves in the upper panels are from SAID
and MAID, as in Fig. 2. Solid black curve in the bottom panel is
from [18].
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Hoblit++, PRL 102, 172002 (2009)

• ... or TUNL (e. g. deuteron with
huge ∆σ just above the photo-
disintegration threshold):

NEAR-THRESHOLD DEUTERON PHOTODISINTEGRATION: . . . PHYSICAL REVIEW C 77, 044005 (2008)

TABLE III. Measured S(M1) fraction and calculated M1 cross section (σM1) compared to the EFT based
predictions by [20].

Eγ (MeV) S(M1) (Exp.) S(M1) (Theory) [20] σM1 (Exp.) (mb) σM1 (Theory) (mb) [20]

2.72 0.160 ± 0.073 0.230 0.228 ± 0.104 0.340
2.60 0.269 ± 0.098 0.321 0.326 ± 0.119 0.389
2.44 0.454 ± 0.199 0.525 0.418 ± 0.183 0.483

157.5◦. In this case, the asymmetry and cross section data
as a function of angle were fit using expressions obtained
from Ref. [25] in terms of three amplitudes (M1, E1, and E2)
and one relative phase (φP − φD) in order to obtain M1, E1,
and E2 contributions to the total cross section. The relative
phase was set equal to the relative phase obtained from an n-p
scattering phase shift analysis (∼2◦) [26] by invoking Watson’s
theorem [27]. Since the three triplet (E1) P-wave and the three
triplet (E2) D-wave amplitudes were constrained to be equal,
respectively, they did not contribute to the integrand, as shown
in Eq. (9).

As previously mentioned, an alternative means of obtaining
the same information about the near threshold value of the
integrand for the deuteron is from the polarized radiative
capture reaction p(�n, γ )d. In this case it can be shown that
the vector analyzing power at 90◦ is, for the case in which
only S(M1) and P (E1) transition matrix elements contribute,
given by

Ay(90◦) = 3|P ||S| sin(φS − φP )

1 + 9
2P 2

, (17)

with

9|P |2 + |S|2 = 1.0. (18)

As seen in Eq. (17), the vector analyzing power at 90◦ arises
from the interference between the S- and P-wave amplitudes,
and is proportional to the phase difference between these two
transition matrix elements. As before the S- to P-wave phase
difference can be obtained using the n-p elastic scattering
phase shifts. These phase shifts were obtained from the SAID
analysis [26]. The value of σ (M1) has been obtained from the
value of |S|2 (which is proportional to the percentage of the
total cross section due to M1 radiation) using the total cross
section as calculated in Ref. [20]. The polarized n-p capture
data from Ref. [22] were analyzed using Eq. (17). The results
are shown in Fig. 4.

One additional source of information on the M1 strength
is the time reversed reaction to the polarized n-p capture
study: the unpolarized photodisintegration of the deuteron in
which the outgoing neutron polarization is determined. Since
time-reversal invariance implies that Ay(θ ) = Pn(θ ), the neu-
tron polarization, Pn(θ ), can be written in an expression which
is identical to Eq. (17). Data from [21–23] were analyzed to
obtain the relative S strength using Eqs. (17) and (18), and the
resulting values were converted to an absolute σ (M1) cross
section using the theoretical values of the total cross section as
in the case of the n-p capture analysis. These results are also
shown in Fig. 4.

Another data point is also available as a result of the fact
that the thermal n-p capture cross section (En ∼ 0.025 eV)
is well measured. The value of this cross section is 332 ±
0.60 mb [28], and is known to be a pure M1 cross section. In
order to include this in the results shown in Fig. 4, we simply
detail balance this cross section, then convert it to σP -σA using
the fact that this is equal to −3σ (M1). The result is that for
Eγ = 2.225 MeV, σP -σA = −1.641 ± 0.0031 µb. This point
is also shown in Fig. 4.

The results of all of the above extractions of σP -σA are
summarized in Fig. 4. Recall that the basic assumptions made
to obtain these results are that the photodisintegration of the
deuteron at these energies can be described using M1 (with
outgoing S-waves), E1 (with outgoing P-waves) and E2 (with
outgoing D-waves). In addition, we have assumed that there is
no splitting in the triplet E1 P-wave amplitudes and, likewise,
in the triplet E2 D-wave amplitudes.

The theoretical predictions of [4] are also shown in Fig. 4
as the dashed line. We also show the result from this calcu-
lation which is obtained using the approximation σP -σA =
−3σ (M1). As can be seen in Fig. 4, these two results
are in excellent agreement below Eγ ∼ 3.5 MeV, but begin
to separate above this energy, with a significant separation
showing up at around 4 MeV and above. This is understood
as being the result of a contribution to σP -σA arising from the
triplet P- and D-wave matrix elements as the energy increases.
All of the data points shown in Fig. 4 were obtained under the
assumption that there is no contribution from P- and D-wave
splittings. The difference in the two theory curves gives an
indication of the size of the effect this approximation could
have on these higher energy results and indicates why accurate
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FIG. 4. (Color online) The prediction for the GDH and forward
spin polarizability sum rule integrand and indirect measurements.

044005-5

Ahmed++, PRC 77, 044005 (2008)

• (Precise) low-ν data is also crucial for
extrapolations (guiding threshold models)
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Generalization of the GDH sum rule to Q2 ̸= 0

Based on the ν-expansion of the VVCS amplitude in the dispersion relation

Re AVVCS(ν, Q2) = 1
π

P
Z ∞

−∞

Im AVVCS(ν′, Q2)
ν′ − ν

dν′

• LO: generalized GDH ∆σ ≡ −2σT T

IT T (Q2) = M2

4π2α

Z ∞

ν0

Kγ∗

ν
σT T

ν
dν = 2M2

Q2

Z x0

0

"
g1(x, Q2)−4M2

Q2
x2g2(x, Q2)

#
dx

8π2α
M2

IT T (0) = −
Z ∞

ν0

∆σ(ν)
ν

dν = −2π2ακ2

M2
= −IGDH

• NLO: forward spin polarizability: Gell-Mann–Goldberger-Thirring SR:

γ0(Q2) = 1
2π2

Z ∞

ν0

Kγ∗

ν
σT T

ν3
dν = 16αM2

Q6

Z x0

0
x2

�
· · · as above · · ·

�
dx

γ0 = − 1
4π2

Z ∞

ν0

∆σ(ν)
ν3

dν ≡ IGGT

Details of the formalism, conventions etc.:

Deur++, Rep. Prog. Phys. 82, 076201 (2019)
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Spin polarizability γ0, proton

γ0(Q2) = 16αM2

Q6

Z x0

0
x2g1(x, Q2) dx

(if x2g2(x, Q2) contribution neglected)

proton
Bernard et al.Parameterization

This work (measured range only)

This work (full integral)

Fersch et al. (full integral)
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Zheng++, Nat. Phys. 17, 736 (2021)

Strakovsky++, PRC 105, 045202 (2022)

... compare to single-π contribution
to the “running” GGT integral

IGGT(ν) = − 1
4π2

Z ν

ν0

∆σ(ν′)
ν′3 dν′

MAID 2007
SAID MA19
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Same exercise, deuteron ...

• Photo-disintegration part excluded
=⇒ “deuteron” ≈ p+n (Id

T T =Ip
T T +In

T T )

Id,EG4
T T (0) = −1.724 ± 0.027 ± 0.050

Id
T T (GDH) = −1.59 . . .
=⇒ extracted neutron information:

In,EG4
T T (0) = −0.955 ± 0.040 ± 0.113

In
T T (GDH) = −0.803 . . .

(agreement not so good ...)
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Results on Γ n
1 (Q2) from E97–110 (3He) and EG4 (d)

Γ n
1 = 2Γ d

1 /(1 − 1.5ωD) − Γ p
1 , Γ p

1 =
Z 1−

0
gp

1 (x, Q2) dxFirst moments:  measurements from E97-110 and EG4Γn
1(Q

2)

Γn
1 = 2Γd

1 /(1 − 1.5ωd) − Γp
1

Pr
eli

mina
ry

Q2(GeV2)

Γ
1n

JLab E94010

JLab EG1a

SLAC E143

JLab EG1b

JLab EG4

JLab E97110

GDH slope

Burkert-Ioffe

Pasechnik et al

Bernard et al. 2012

Lensky et al. 2014
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E97-110 and EG4 agree well. 

A. Deur low-Q 2023, 18 May 2023

Γn
1 = ∫

1−

0
gp

1 (x, Q2)dx

• Good mutual agreement E97–110 ⇐⇒ EG4

• Good description in terms of NLO χPT at lowest Q2

31



In
T T (Q2) and γn

0 from E97–110 alone

Lensky et al. (ΧEFT)
Bernard et al. (ΧEFT)

Ji et al
MAID 2007

E94-010 data
E94-010 data + extr.

Q2 (GeV2)

I T
T 

(µ
b)
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E97-110 data + extr.
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GDH sum rule

First moments: GDH sum ( ) measurement from E97-110In
TT(Q2)

A. Deur low-Q 2023, 18 May 2023

•E97-110 agree with older data at larger Q2. 
•E97-110 and χEFT: 

•agree for lowest data point (Q2 ~0.04 GeV2) for Bernard et al.  
•disagree with Lensky et al. except at the higher Q2. 

•Maid disagree with the data.

ITT(Q2) ≡
M2

8π2α ∫
∞

νthr

K
ν

σA − σP

ν
dν

Letters Nature Physics
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Fig. 3 | The longitudinal–transverse interference cross-section σLT(ν, Q2) for 3He. The data are displayed at the Q2 values at which they are integrated into 
δLT(Q2) (equation (2)) or ILT(Q2) (equation (5)). The error bars represent the statistical uncertainties. The systematic uncertainty is indicated by the band 
at the bottom of each panel. The nuclear corrections necessary to obtain the neutron information from the 3He data are applied after the integration. The 
prominent Δ(1232) contribution seen for σTT(ν, Q2) in Fig. 2 is not present here, in agreement with the expectation that the role of Δ(1232) is suppressed in 
LT interference quantities.
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Fig. 4 | The generalized spin polarizabilities δnLT(Q
2) and γn0(Q

2). Left: the generalized spin polarizability δnLT(Q2). The circles represent the results from 
experiment e97-110. They can be compared to earlier e94-010 data11 (triangles) and theoretical calculations: the older χeFT calculations of Bernard 
et al.12 (dot-dashed line) and of Kao et al.13 (dashed line) in which the Δ resonance contribution is not included or included phenomenologically, the 
state-of-the-art calculations of Bernard et al.2 (cyan band) and of Alarcón et al.4 (magenta band) that include the Δ, as well as the MAID model21 (black 
curve), which is a fit to world resonance data. For the e97-110 data, the inner error bars, sometimes too small to be visible, represent the statistical 
uncertainties. The outer error bars show the combined statistical and uncorrelated systematic uncertainties. The correlated systematic uncertainty is 
indicated by the band at the bottom. For the other experimental data, the error bars show the statistical and systematic uncertainties added in quadrature. 
Right: the generalized forward spin polarizability γn0(Q2), using the same symbols as in the left panel. The asterisks represent the CLAS data22.

NATURE PHYSICS | VOL 17 | June 2021 | 687–692 | www.nature.com/naturephysics690

Sulkosky++, PLB 805, 135428 (2020) Sulkosky++, Nat. Phys. 17, 687 (2021)

• Agreement with older data (E94–010, EG1b) at larger Q2

• Poor match to either of the competing NLO χPT calculations

• Disagreement with MAID
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Individual contributions to the running GDH integral

4 Oct 2004 14:12 AR AR228-NS54-04.tex AR228-NS54-04.Sgm LaTeX2e(2002/01/18) P1: JRX

84 DRECHSEL � TIATOR

TABLE 2 The contribution of various decay channels to the GDH integral I and the forward
spin polarizability γ0. The integration extends to νmax = 1.67 GeV (Wmax = 2 GeV) except that
the two-pion contribution is integrated only up to νmax = 800 MeV

Reference Proton I p γ
p
0 Neutron In γn

0

(34)/(49) π 0 p 157/142 −1.46/−1.40 π 0n 145/147 −1.44/−1.44

(34)/(49) π+n 7.5/44 0.82/0.55 π− p −21/−13 1.53/1.36

(54) ηp −9.0 0.01 ηn −5.9 0.01

(55) ππ N 28 −0.07 ππ N 19 −0.05

(53) K�, K� −4.0 <0.01 K�, K� 2.0 <0.01

(53) ωp, ρN −3.0 <0.01 ωn, ρN 2.1 <0.01

(44)/(45)∗ Regge −25/−9 <0.01 Regge 31/16 <0.01

∗The last row shows the results of Regge fits for the region ν > 1.67 GeV.

the channels ππ and η. All other channels, including vector mesons (ρ, ω) and
strangeness production (K�, K�), yield only a small fraction of the GDH sum
rule (53). Table 2 gives a detailed breakdown of the sum rule into the decay chan-
nels. The numbers in this table refer to the resonance region, ν ≤ 1.67 GeV or
W ≤ 2 GeV, except for the two-pion channels, for which no estimates exist above
ν = 800 MeV. Also shown in Table 2 are the estimated asymptotic contributions
for ν > 1.67 GeV. The table shows that the multipole analysis for one-pion pro-
duction and the more phenomenological models for the heavier mass channels are
in reasonable agreement with the sum rule in the case of the proton. However, the
same analysis fails in the case of the neutron, which leaves an unexplained “gap”
of ∼50 µb between the model predictions and the sum rule.

In the MAMI experiment on the proton, all decay channels were separately
identified in the range of 200 MeV < ν < 800 MeV. Let us have a closer look
at the contributing channels in order. For further details, we refer the reader to a
recent review by Krusche & Schadmand (57).

3.4.1. ONE-PION CHANNELS One-pion channels open at ν0 ≈ 150 MeV and dom-
inate the cross section up to ν ≈ 500 MeV except for small contributions due to
photonic decay of the excited states and the onset of two-pion production. Whereas
the GDH integral receives substantial contributions from heavier particles, the FSP
is almost totally saturated at ν = 800 MeV. The helicity-dependent cross section
for one-pion production may be expanded in the following multipole series (58):

σT T (1π ) = 4π
kπ

kγ

∑
l

1

2
(l + 1)

[
(l + 2)

(|El+|2 + |Ml+1,−|2)
− l

(|El+1,−|2 + |Ml+|2) + 2l(l + 2) Re(E∗
l+Ml+ − E∗

l+1,−Ml+1,−)
]

p, contribution below ν0 is of EM origin & suppressed by κQED/κp ≈ 10−3 (κQED = α/2π = Schwinger correction)

Drechsel, Walcher, Annu. Rev. Nucl. Part. Sci. 54, 69 (2004)

MAID 2007 (1π )

SAID MA19 (1π )

Regge (complement)

Strakovsky++, PRC 105, 045202 (2022)
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Isovector GDH sum rule vs. Bjorken sum at very low Q2
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Table 2
Best fit of the world data on �p−n

1 (Q 2) (full integral, with low-x contribution) us-
ing a fit function bQ 2 + c Q 4. The fit is performed up to Q 2 = 0.244 GeV2. The 
“uncor” uncertainty designates the point-to-point uncorrelated uncertainty. It is the 
quadratic sum of the statistical uncertainty and a fraction of the systematic uncer-
tainty determined so that χ2/n.d. f = 1 for the best fit, see Appendix. The “cor” 
uncertainty is the correlated uncertainty estimated from the remaining fraction of 
the systematic uncertainty. Also listed are results of fits applied to the predictions 
from χEFT and models.

Data set (b ± uncor ± cor) [GeV−2] c ± uncor ± cor [GeV−4]

World data 0.182 ± 0.016 ± 0.034 −0.117 ± 0.091 ± 0.095

GDH Sum Rule [17] 0.0618 -
χEFT Bernard et al. [13] 0.07 0.3
χEFT Alarcón et al. [15] 0.066(4) 0.25(12)
Burkert-Ioffe [29] 0.09 0.3
Pasechnik et al. [30] 0.09 0.4
LFHQCD [35] 0.177 -0.067

light-front holographic QCD (LFHQCD) [32] (continuous red line) 
is a method based on the anti-de Sitter/conformal field theory 
(AdS/CFT) correspondence [33] with QCD quantized on the light-
front [34]. In LFHQCD, the Q 2-dependence of αg1 (Q 2) [35] –the 
effective charge that folds into αs the non-perturbative contribu-
tions to �p−n

1 [36,37]– is directly obtained from the AdS space cur-
vature [35], a quantity uniquely determined from basic considera-
tions e.g. that the pion mass must vanish in the chiral limit [32,38]. 
Then, �p−n

1 is obtained using �p−n
1 = g A

6 (1 − αg1
π ).

The �p−n
1 formed using the deuteron (EG4) or the neutron from 

3He (E97110) agree with each other, indicating that for this ob-
servable, the minimal nuclear corrections we applied to obtain the 
neutron seem sufficient even at these low Q 2. Potential nuclear 
effects for deuteron and 3He are quite different: nuclear binding 
in 3He is stronger than for the deuteron, but even a small nuclear 
modification of the proton would have a much larger effect in the 
deuteron. Fig. 1 shows a tension between the new data and the 
χEFT curves. The two data sets display a similar tension with the 
models except LFHQCD [35] with which they agree well. To make 
the above comparisons quantitative, we fit �p−n

1 up to Q 2 = 0.244
GeV2, viz the domain over which the E97110 data are available. 
Kinematics impose that �p−n

1 (0) = 0, a constraint that we imple-
ment by using the fit function bQ 2 + c Q 4, with b and c the fit 
free parameters. From Eq. (2), the GDH sum rule predicts that 
b = 0.0618 GeV−2 ≡ bGDH. The Bernard et al. [13] and Alarcón et 
al. [15] curves assume bGDH, and c is calculated using χEFT. The 
result for the best fit to the world data is given in Table 2. Table 2
also shows theoretical predictions. For those, we extracted b and c
the same way as for the data, via a fit over the region of our data.

The data points are generally above most of the theoretical cal-
culations. This deviation causes both the value of c to be in tension 
with the χEFT expectations, and the value of b to be larger than 
bGDH: the best fit yields b = 0.182 ± 0.016 ± 0.034 GeV−2, signifi-
cantly higher than bGDH even within our quoted uncertainties. Note 
that bGDH for the proton (neutron) alone is 0.456 GeV−2 (0.518 
GeV−2), showing the delicate cancellation in the Bjorken integral 
that leads to this seemingly large deviation. Rather than indicat-
ing a violation in the isovector sector of the GDH sum rule, a 
generic relation of quantum field theory, this deviation may reveal 
that �p−n

1 (Q 2) has a quicker departure from the slope predicted 
by the GDH sum rule than expected. The tension could also pos-
sibly stem from the unmeasured low-x contribution to �p−n

1 . Al-
though we have estimated that contribution, it is difficult to know 
its associated uncertainty because neither sufficient data nor firm 
theoretical guidance exist. Since many resonances that contribute 
to �p,n

1 cancel in �p−n
1 , notably the � resonances, the low-x con-

tribution has relatively more weight in �p−n
1 than in �p,n

1 . In fact, 
fitting the measured part of �p−n

1 from EG4 before adding the esti-

mated low-x contribution yields bno low−x = 0.093 ± 0.032 (see Ta-
ble 3 in the Appendix), which shows that a 100% variation on the 
low-x contribution would make b from EG4 consistent with bGDH. 
The same finding holds with the EG4/E97110 data. Alternately, the 
finding that b > bGDH could come from a systematic effect in the 
proton data since the EG4 and EG4/E97110 data sets partly share 
the same proton results. However, the earlier �p−n

1 data [8] (open 
diamonds in Fig. 1) already suggested the higher trend. Another 
possibility is that the extraction of �n

1 from deuteron and 3He both 
have a systematic nuclear effect affecting them both in the same 
way, e.g. due to 2-body or 3-body break-ups or coherent contribu-
tions.

In conclusion, we presented new data on the Bjorken sum 
�

p−n
1 (Q 2) in the 0.021 ≤ Q 2 ≤ 0.496 GeV2 range, which should 

cover well the domain of applicability of χEFT. The χEFT cor-
rections to the leading order GDH contribution are in the right 
direction and improve the agreement with the data significantly. 
However, the agreement between the data and the two state-of-
the-art χEFT curves is only marginal. In the case of Ref. [15], 
the predictions of �p

1 and of �n
1 differ slightly from the respective 

data [20–22], with these small differences not canceling in �p−n
1 . 

For Ref. [13] the large differences observed above Q 2 ≈ 0.05 GeV2

between predictions and the �p
1 and �n

1 data do mostly cancel and 
the Q 2 range over which the �

p−n
1 data and prediction display 

similar Q 2-behavior is much improved –by at least a factor of 3 
to 5– compared to �p

1 , �n
1 and �p+n

1 . In fact, the two χEFT pre-

dictions of �p−n
1 agree much better with each other than for �p

1 , 
�

n
1 and �p+n

1 , presumably because complications from their dif-
ferent treatment of the � resonance are largely absent. On the 
other hand, the � suppression makes accurate measurements of 
�

p−n
1 challenging since it increases the relative importance of the 

low-x contribution compared to �p,n
1 . This may contribute to the 

tension between the data and the χEFT expectations. A future 
high-energy (up to ν = 12 GeV) measurement of the GDH sum 
at Q 2 = 0 on both the proton and the deuteron [39] will help con-
strain the low-x contribution. Finally, our data, while in slight ten-
sion with the phenomenological models [29,30], agree well with 
LFHQCD [32]. Aside from testing non-perturbative descriptions of 
the strong force, the data can be useful for extracting the QCD run-
ning coupling αg1 [37] in the strong, yet near-conformal, regime of 
QCD.
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Appendix A. Fit systematic studies

To compare the data sets to each other and determine how well 
b and c are determined from the data, we performed fits over dif-
ferent subsets of the data. In addition, to assess the possible influ-
ences of higher order Q 2n-terms and of point-to-point correlated 
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=⇒ only marginal agreement with χEFT
(somewhat surprising as contribution of
∆(1232) suppressed in this observable)
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Recall the decades of FF-medium-modification efforts!

An example: p recoil polarization components in 12C(e⃗, e′p⃗):A1 Collaboration Physics Letters B 811 (2020) 135903

Fig. 3. The measured polarization components P ′
x (top), P ′

z (middle), and their ratio P ′
x/P ′

z (bottom) as a function of missing momentum (left) and virtuality (right). Shown 
are statistical uncertainties only. The lines represent RDWIA and PWIA calculations for the corresponding shell obtained using a slightly modified program from [2] (see text). 
The shaded colored regions correspond to RDWIA calculations with the form-factor ratio, GE/GM, modified by ±5%.

contributor separately by its uncertainty value, and determined 
how much this affected the extracted polarizations. Similarly, we 
determined the contributions from various software cuts employed 
in the analysis, by placing each of them slightly tighter and look-
ing for the average effect of the modified cut over all of the bins. 
Because a modification of the cut always impacts the number of 
considered events, we performed a parallel re-analysis, where we 
left the chosen cut unchanged but reduced the number of events 
by a random selection.

Another possible source of the systematic uncertainty is the 
separation of the protons from the s and p shells by the missing-
energy cut. Although the neighboring boundaries of the two Emiss
ranges are 5 MeV apart, each of them contains a small amount of 
protons coming from the other shell. To estimate the magnitude of 
this cross-contamination, we evaluated the amount of overlap by 
performing separate fits over the s- and p-shell peaks in the avail-
able 12C structure function. We found that for our pmiss range, the 
p-shell cut includes around 5% of protons coming from the s shell, 
whereas the amount of protons coming from the p shell that are 
included in the s-shell cut is negligible. To obtain the correspond-
ing uncertainty, we multiplied these cross-contamination estimates 
by the relative differences between the individual components for 
the two shells. Since the difference is positive for one component 
and negative for the other, we added the uncertainties in quadra-
ture for the single ratio, whereas the uncertainty on the double 

ratio, although in principle vanishing, is dominated by the p-shell 
single-ratio uncertainty.

The last two items from Table 2 correspond to the quality of the 
spin-precession evaluation in our maximum-likelihood algorithm. 
We started by comparing the results obtained from employing the 
spin-transfer matrix to those calculated using the QSPIN program 
which is more precise but considerably slower. The second con-
tribution arises from the finite resolution of the proton trajectory 
parameters (e.g. vertex position). Here we used again QSPIN to 
evaluate the average dispersion from the analysis of 100 trajecto-
ries with normally distributed variations in each parameter, where 
its spread was used as the standard deviation of the sampling 
function. Finally, we obtain the total estimated systematic uncer-
tainty by adding contributions from each source in quadrature. The 
systematic uncertainties of the polarization components are com-
parable to the statistical uncertainties.

4. Results and discussion

In the top two panels of Fig. 3 we show the polarization-
transfer components P ′

x and P ′
z to protons knocked out from the 

s and p shells, as a function of the missing momentum and vir-
tuality. Only statistical uncertainties are shown. As in Fig. 2, the 
gray band in the right-column plots indicates the virtuality-overlap 
region between the protons extracted from the s and p shells. 
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