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Recalling for He 4
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Note: horizontal lines represent the bin size



From Empty Cell runs 

Runs: 30333, 30334, 30336, 30337, 30564, 30728, 40903, 41386, 41615, 51011, 51013, 51556
Total Flux: 1.55E+12  on target for the empty cell run

Number of events calculated  estimating: 2E7  /s


γ
γ

Note: horizontal lines represent the bin size



Note: the empty cell used an amorphous 
radiator
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Simulation was  
generated with this  

type of radiator
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Data is analyzed by  

selecting windows 2 and 3

100 um in the NIM paper
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g/cm3 Length [cm] Atoms/cm2

Kapton 1.42 0.01 8.55E+25
Aluminum 2.7 0.0025 6.5E+26

To calculate the rate from the simulation for the end-caps:

Thickness: 1.73E20

Flux: 2E7 /s

Scale it by :

   ( He) =0.117 g/cm    

   (Kapton) = 2.7 g/cm  

   (Al) = 1.42 g/cm  


(0.2* (Al)+0.8* (Kapton))/  ( He) = 14.32

γ

ρ 4 3

ρ 3

ρ 3

ρ ρ ρ 4

Nev = σ ⋅ f lux ⋅ thickness ⋅ 14.32

Units: 

[ev/hour] = [nb] [ /hour] [atoms/nb] γ
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Current work
❖ Understanding the efficiencies:
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Why they are lower than 50%?



Current work
❖ Use the proper thickness of the target.


❖ Implement the final conclusion in the offline monitoring to properly normalize the data. 
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t = − (Pγ − Pρ)2
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Std Dev    0.4406Figure 4: dE before (left) and after (right) accidental subtraction for run 73137.

where pmiss = pp + p⇡+ + p⇡� � p� , this variable should have a large
peak around the proton mass for the MF events and the SRC events will
appear in the lower side. Figure 5 shows the distribution for p�miss. It
can be noted in the data (left) that a smaller peak appear in the far
left side of the main peak which corresponds completely to the protons
with momentum above 1 GeV. It can also be seen that according to the
simulation (right), we shouldn’t expect a peak in that region.

Figure 5: p�miss for the data (left) and the simulation (right). The lines in the
simulation is the generated (truth) and the points the reconstructed values.

• There are di↵erent ways of reconstruct s, t and u distributions, from the
incoming and outgoing particles. The resolution is di↵erent depending the
flavor is chosen to reconstruct the variables. However, it falls in the same
ranges in Figures 9, 11 and 10 for the simulation.

The wiggles in the Mandelstam variables when reconstructed with the
proton information are not related with the correlation between the proton
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Figure 3: Time di↵erence between the time of the charged particles projected
back to the vertex and the time that takes to the beam particles arrive �t = t
- tRF . The central peak corresponds to the in-time particles that are selected,
and the side peaks are the accidentals. In order to subtract the accidentals, the
three peaks on each side (skipping the ones next to the main peak in order to
avoid any possible smearing e↵ects) are averaged and subtracted from all the
plots that use the beam information. The plots correspond to run 51556.

2.1 Accidental subtraction

The electron beam has a bunch structure with a frequency of 249.5 MHz, which
means about 4 ns separation between bunches. For every event registered by the
trigger there are 60-80 hits on the tagger but only one corresponds to the photon
that triggered the event. The events that don’t correspond to the photon that
trigger the event are called accidentals.
In order to subtract the accidentals, the events (selected by using cuts that
don’t require beam information) are used to select the right photon by using
the timing information. In general, the main peak of the in-time photons, which
correspond to the events peak at 0 when the �t = t - tRF is plotted are the
events that are kept. Where tRF is the time that takes to the beam particles
arrive into the hall and t is the time of the charged particles projected back to
the vertex. However, there is a contribution from the accidentals in this peak
which is estimated by the out-time photons, as shown in Figure 3. For example,
Figure 4 shows the distribution of dE before and after background subtraction
for run 73137. This process is repeated run-by-run.

3 Results from data

Data has very small statistics requiring (s,|t| ,|u|)>2GeV2 to compare directly
with the simulation, but here are some remarks.

• There is a PID issue in the large momentum reconstructed particles, since
the Central Drift Chamber (CDC) and Forward Drift Chamber (FDC)
can’t really separate the charged particles (pions/protons) for large mo-
mentums. After the studies, the variable that seems to help the most
is:

p�miss = Epmiss
� Pz,pmiss

(1)
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Figure 8: Correleation between the proton momentum and t (top) for the MF
and SRC, and Energy distribution for the protons (bottom).

amount of background in the sample. Figure 15 shows how cutting in slices
of t does not seem to make a big di↵erence, but when the cuts in s and u are
implemented, the potential miss-identification decreases (see green line).
The second variable corresponds to pmiss?, defined as:

pmiss? = (p⇡+ + p⇡� + pp � p�)? (2)

It can be seen in Figure 16 that the tail starting at about 0.3 GeV is where the
src contribution is about 80% of the total events. However, when looking into
the data, it can be seen that many of the events that were located in the lower
end of p�miss are actually in the tail of this variable pmiss?.
Finally, the last variable is kmiss, which is defined as:

kmiss = mp

s
p2miss,? +m2

p

p�miss(2mp � p�miss)
� 1 (3)
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Figure 8: Correleation between the proton momentum and t (top) for the MF
and SRC, and Energy distribution for the protons (bottom).

amount of background in the sample. Figure 15 shows how cutting in slices
of t does not seem to make a big di↵erence, but when the cuts in s and u are
implemented, the potential miss-identification decreases (see green line).
The second variable corresponds to pmiss?, defined as:

pmiss? = (p⇡+ + p⇡� + pp � p�)? (2)

It can be seen in Figure 16 that the tail starting at about 0.3 GeV is where the
src contribution is about 80% of the total events. However, when looking into
the data, it can be seen that many of the events that were located in the lower
end of p�miss are actually in the tail of this variable pmiss?.
Finally, the last variable is kmiss, which is defined as:

kmiss = mp

s
p2miss,? +m2

p

p�miss(2mp � p�miss)
� 1 (3)
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Plots are area normalized 
to match the data. 

+ Data

MF+SRC Simulation


MF Simulation

SRC Simulation



For monitoring

❖ 2pi1p Plugins creates a root file with all candidates. 
Running time: ~6-8 hours in a raw data file and ~2 
hours in a rest file


❖ Macro reads the root file and make the plots. 

❖ Currently for Monitoring
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