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• Where to look
• 3 min. tutorial on webpages
• Overview of current data, monitoring
• Looking Ahead
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Where to Look
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Overview of Monitoring
• Have been running offline monitoring on incoming data

• Data taking periods relatively short (<1 day)

• Saving plugin results against svn revision

• Results transferred to webpages (Justin), run info saved in 
DB (Sean)

• During data taking, we will re-run the offline monitoring on 
previous runs on Friday evenings
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Overview of Current Runs

• Runs:

-   940 -   996: 1000A field, taken Nov. 6

- 1129 - 1195:  0A field, taken Nov. 16-18

- 1280 - 1286: 0A field

• Each file contains 1k - 200k events

• Many changes in configuration makes simple comparisons 
difficult

• Several problems during data taking (next slides)
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Current Issues
• Online monitoring not working                                            
� David L working on this

• Still no way to correlate ADC and TDC timing                   
� Beni working on this

• Data stream has been corrupted by extra “word” for some 
runs, led to slot 3 not being read out                                   
� fix by David L checked in

• DAQ crashing/stopping                                                      
� Sergey, DAQ group working on this
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Looking Ahead
• Sean, David working on unified DB that contains run info

• David’s run info page: http://www.jlab.org/Hall-D/test/RunInfo/

• Once current run is over, run offline monitoring over files 
on raid disks, compare to results from tape

• If there are any requests, comments, etc., please let us 
know
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